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The year of 2019 is the first deployment year of the fifth generation (5G) mobile communications. As we are writing the editorial for this special issue, a list of countries such as South Korea, the United States, China, Switzerland, the United Kingdom, and Spain have launched commercial 5G services for the general public, while this list is growing quickly and is envisioned to become much longer in the near future. For the past months, 5G has been continuously a hot buzzword in the news, attracting a huge focus from the whole society. It even goes beyond the technical and commercial scopes, becoming the forefront of geopolitical contention and conflict. As a revolutionary technology, 5G will penetrate into all aspects of society—not only human daily life but also manufacturing, education, health care, and scientific activities—generating tremendous economic and societal benefits. From the perspective of technology research, however, it is already the time to start considering what future beyond-5G or the sixth generation (6G) mobile networks should be, in order to satisfy the demand on communications and networking in 2030. Although a discussion is ongoing within the wireless community about whether counting should be stop at 5, adopting the Microsoft Windows’ approach where Windows 10 is the ultimate version, several pioneering works on the next-generation wireless networks have been initiated. The International Telecommunication Union Telecommunication Standardization Sector (ITU-T) Focus Group Technologies for Network 2030 (FG NET-2030) was established in July 2018. The Focus Group intends to study the capabilities of networks for the year 2030 and beyond, when it is expected to support novel forward-looking scenarios, such as holographic type communications, extremely fast response in critical situations, and high-precision communication demands of emerging market verticals. The European Commission initiated to sponsor beyond-5G research activities, such as its recent Horizon 2020 call—5G Long Term Evolution—where a number of pioneer projects will be kicked off at the early beginning of 2020. In Finland, the University of Oulu has begun ground-breaking 6G research as part of Academy of Finland’s flagship program, 6G-Enabled Wireless Smart Society and Ecosystem (6Genesis), which focuses on several challenging research areas including reliable near-instant unlimited wireless connectivity, distributed computing and intelligence, as well as materials and antennas to be utilized in future for circuits and devices.

Among the short list of 6G enabling technologies that can be envisioned currently, such as Terahertz communications, visible light communications, photonics-defined radio, holographic radio, super massive multiple-input and multiple-output (MIMO), quantum communications, and dense satellite constellation, artificial intelligence (AI) is the most recognized candidate, which can provide computational radio and network intelligence from the fundamental physical layer to the upper network management layer. Due to its powerful nonlinear mapping and distribution processing capability, deep neural networks based machine learning technology is being considered as a very promising tool to attack the big challenge in wireless communications and networks imposed by the explosively in-
creasing demands in terms of capacity, coverage, latency, efficiency (power, frequency spectrum and other resources), flexibility, compatibility, quality of experience, and silicon convergence. Mainly categorized into the supervised learning, the unsupervised learning, and the reinforcement learning, various machine learning algorithms can be used to provide a better channel modelling and estimation in millimeter and terahertz bands, to select a more adaptive modulation (waveform, coding rate, bandwidth, and filtering structure) in massive MIMO, to design a more efficient front-end and RF processing (pre-distortion for power amplifier compensation, beam-forming and crest-factor reduction), to deliver a better compromise in self-interference cancellation for full-duplex transmission and device-to-device communications, and to offer a more practical solution for intelligent network optimization, orchestration and management, mobile edge and fog computing, networking slicing and radio resource management related to wireless big data, mission critical communications, massive machine-type communications and tactile internet.

From practical application and research development perspective, this special issue aims to be the first single form to provide a comprehensive and highly coherent treatment on all the technology aspects related to machine learning for wireless communications and networks by covering multipath fading channel, channel coding, physical-layer design, network slicing, resource management, mobile edge architecture, fog computing, and autonomous network management. The call-for-papers of this special issue have brought excellent submissions in both quality and quantity. After rigorous reviews, six excellent articles have been selected for publication in this special issue which is organized into the following three category groups.

Consisting of two articles, the first group of this special issue focuses on the exploration of replacing conventional model-based statistical methods with data-driven learning approaches in spatial-temporal-spectral radio signal processing, in order to simplify the physical layer implementation or boost the transmission performance. As its title “To Learn or Not to Learn: Deep Learning Assisted Wireless Modem Design” exactly means, the first article by XUE Songyan et al. provides a fundamental rethink of the wireless modem design to answer a frequently-asked question: what additional values artificial intelligence could bring to the physical layer. Three case studies, i.e., deep learning assisted parallel decoding of convolutional codes for a substantial reduction of decoding latency, deep learning aided multi-user frequency synchronization, and deep learning based coherent multi-user multi-antenna signal detection, are presented in this article. By adapting transmission parameters such as the constellation size, coding rate, and transmit power to instantaneous fading channel conditions, adaptive wireless communications can potentially achieve great performance. To realize this potential, accurate channel state information (CSI) is required at the transmitter. However, unless the mobile speed is very low, the obtained CSI quickly becomes outdated due to the rapid channel variation caused by multi-path fading. The second article, “A Machine Learning Method for Prediction of Multipath Channels” by Julian AHRENS et al., investigates the feasibility of predicting fading channels by means of a convolutional neural network. The numerical results verify the effectiveness of machine learning based channel prediction in the presence of outdated CSI. It is envisioned that the channel prediction is applicable to a wide variety of adaptive transmission techniques, such as pre-coding and multi-user scheduling in MIMO systems, massive MIMO, beam-forming, interference alignment, closed-loop transmit diversity, transmit antenna selection, opportunistic relaying, orthogonal frequency-division multiplexing (OFDM), coordinated multi-point transmission (CoMP), mobility management, and physical layer security.

Mobile networks’ troubleshooting (systems failures, cyber-attacks, performance optimization, etc.) still cannot avoid manual operations. A mobile operator has to keep an operational group with a large number of network administrators with high expertise, leading to a costly Operational Expenditure (OPEX) that is currently three times that of Capital Expenditure (CAPEX) and keeps rising. The 5G and next-generation networks are more complicated and heterogeneous than previous systems. It inevitably imposes a great challenge on manual and semi-automatic network management that is already costly, vulnerable and time-consuming. Therefore, the second group of this special issue is about the application of machine learning approaches to realize an intelligent and autonomous network management that can keep OPEX under an affordable level, improve system Quality-of-Service (QoS) and end users’ Quality-of-Experience (QoE), and shorten time-to-market of new services. In the third article entitled “A Case Study on Intelligent Operation System for Wireless Networks”, LIU Jianwei et al. propose a comprehensive and flexible framework to achieve an intelligent operation system. Two use cases are studied to illustrate machine learning algorithms to automate the anomaly detection and fault diagnosis of key performance indicators in wireless networks. The effectiveness of the proposed machine learning algorithms is demonstrated by the real data experiments. Next, HAN Bin et al. provide a comprehensive overview on the metrics of machine learning for network slicing resource management in their article “Machine Learning for Network Slicing Resource Management: A Comprehensive Survey”. Two problems of resource management in network slicing, namely the slice admission control and the cross-slice resource management, are discussed, illustrating the benefits of machine learning techniques in the improvement of service flexibility and network resource efficiency.

The new demanding features for advanced networks, e.g., mobile edge computing and fog computing, foster novel services and applications that never emerged in previous networks, such as Unmanned Aerial Vehicle (UAV), the Internet of Things, connected and automated cars, and tactile internet.
To Learn or Not to Learn: Deep Learning Assisted Wireless Modem Design

XUE Songyan\textsuperscript{1}, LI Ang\textsuperscript{1}, WANG Jinfei\textsuperscript{1}, YI Na\textsuperscript{1}, MA Yi\textsuperscript{1}, Rахim TAFAZOLLI\textsuperscript{2}, and Terence DODGSON\textsuperscript{2}

(1. Institute for Communication Systems, University of Surrey, Guildford, GU2 7XH, the United Kingdom; 2. Airbus Defense and Space, Portsmouth, PO3 5PU, the United Kingdom)

Abstract: Deep learning is driving a radical paradigm shift in wireless communications, all the way from the application layer down to the physical layer. Despite this, there is an ongoing debate as to what additional values artificial intelligence (or machine learning) could bring to us, particularly on the physical layer design; and what penalties there may have? These questions motivate a fundamental rethinking of the wireless modem design in the artificial intelligence era. Through several physical-layer case studies, we argue for a significant role that machine learning could play, for instance in parallel error-control coding and decoding, channel equalization, interference cancellation, as well as multiuser and multiantenna detection. In addition, we discuss the fundamental bottlenecks of machine learning as well as their potential solutions in this paper.

Keywords: deep learning; neural networks; machine learning; modulation and coding

1 Introduction

With the launch of commercial 5G mobile networks in 2019, the research of wireless communications is now well on the way towards Vision 2030 and beyond. Today, the picture of future wireless communications is becoming much clearer than ever. According to ITU Network 2030 Working Group \cite{ITU}, future networks should be architected to support holographic communications and smart connectivity, providing seemingly zero latency, guaranteed ultra-reliability (e.g. 99.9999\%), massive Internet of Things (IoT) connectivity, and Tbit/s wireless speed. Communication networks are no longer only a medium for information flow, but also act as distributed computers to form over-the-top (OTT)-like platforms to provide services (such as computing-as-a-service and design-as-a-service) for vertical users. To achieve this goal, wireless technologies should be fundamentally re-designed to be able to fully explore the spectrum; as such, this is driving the development of extreme physical-layer (PHY) technologies, which are able to handle wireless systems with many nonlinearities, due to the use of very-high order modulations, unexploited mmWave or THz bands, and/or low-cost electronic components (such as low-noise amplifiers (LNAs), mixers, oscillators and low-resolution analog-to-digital converters (ADCs)). Moreover, PHY solutions should be made scalable to the number of connected devices; and they should be parallel computing ready, as future high-performance computing technologies (including future quantum computing technology) rely highly on the parallel computing power.

With such a big picture in mind, machine learning or more specifically, deep learning can play a significant role in the PHY design, at least from the following five aspects:

1) Conventional PHY algorithms, particularly for wireless receivers, are mostly not parallel computing ready. For instance,
most of the linear or nonlinear coherent receivers (such as linear zero-forcing, minimum mean-square error, lattice reduction, and sphere decoding) require either channel matrix inversions or channel matrix decompositions, which are difficult to execute in an efficient and parallel manner. This can cause a bottleneck for the implementation of advanced channel equalizers or multuser detectors at the receiver side. An exception could be the matched-filter algorithm, which is of low-complexity and parallel computing architecture. On the other hand, matched filtering is often too suboptimum for most wireless applications. One might also argue for parallel computing abilities of brute-force search, likelihood ascent search, or Tabu search. However, those algorithms trade off complexity for parallel computing, and thus they are not cost-effective solutions. In this paper, we will study the merits of deep-learning assisted solutions, with specific to their inborn parallel computing ability.

2) Conventional hand-engineered PHY algorithms face the fundamental trade-off between performance and complexity. Optimum algorithms are often too complex to implement and low-complexity algorithms are often too suboptimum. Deep-learning assisted PHY algorithms have the potential to achieve (near-)optimum performances with low computation complexities. We argue for the merits of performance-complexity trade-off when using deep learning.

3) Current PHY technologies are designed for linear communication channels and they are not optimized for future wireless systems often operating in nonlinear conditions. Nonlinear systems are often much harder for mathematical analysis, and in general, we even do not know their channel capacities. Hand-engineered approaches for PHY design and optimization are currently very challenging; and this is where deep learning can be of much assistance.

4) Sensing and communication is an emerging concept in the scope of network automation. Basically, wireless networks are able to capture environmental changes through local and remote sensors or even live video records, based on which networks can adapt their operating states for optimum uses of their local radio resources. On the PHY layer, environmental information can be translated into channel-side information through machine learning [2], and this can be useful for advanced modem functions such as adaptive modulation, coding and beamforming. In addition, machine learning can play a central role in building and reconfiguring state machines for local networks through extensive online background learning.

5) Since Shannon’s ground-breaking work on communication theory reported in 1948, most telecommunications research effort has been targeting the Level A problem, i. e., how accurately can the information-bearing symbols be conveyed from one point to another? In the academic domain, this research problem has been almost saturated. In the industrial domain, it is very challenging to apply the outcome of Level A research so as to satisfy the growing demand of future wireless networks in terms of smart connectivity, providing seemingly zero latency and perceived infinite capacity. Therefore, it is perhaps the right time to revisit or invest more research effort on the Level B problem, i. e., how precisely do the symbols of communication convey the desired meaning? This problem goes well beyond traditional source encoding practices; as for now, source encoders are expected to understand the meaning of objects instead of just the probability distribution. A simple example of the Level B problem is illustrated in Fig. 1, where the picture on the left-hand side is the original picture for transmission. Instead of compressing the picture using current codec processing methods, source encoders that have been trained to understand the meaning of the picture could send a textual description, such as “a white background picture, with a mother kangaroo carrying her baby in her pouch.” The receiver then rebuilds the picture based on the meaning of the received symbols; this can be termed semantic communications, which involves heavy use of artificial intelligence/machine learning in semantic source encoding and decoding.

Certainly, we shall be able to find more merits and interesting topics when applying artificial intelligence/machine learning in wireless communications; some are already under fast development and some are just emerging. In the following sections, our discussion will be mainly focused on points 1), 2), and 3), as they are suitable for both current and future communication networks. We will also discuss fundamental bottlenecks when applying deep learning to wireless modem design.

The rest of this paper is organized as follows. Section 2 outlines the principles of deep learning assisted modem design in the wireless communication physical layer. Section 3 provides the design details of three practical physical layer applications. Section 4 provides further discussions and open research problems. Section 5 draws the conclusion.

2 Principles of Deep Learning Assisted Modem Design

By deep learning, we often mean machine learning through deep artificial neural networks (ANNs). An ANN is called deep when it has two or more hidden layers. Mathematically,
the main function of each hidden layer is to perform classification of input vectors which might be referred to as perception in the artificial intelligence domain. If each output neuron yields a binary-type output, a hidden layer, consisting of \( L \) neurons, is able to classify at least \( L \) clusters. When a hidden layer is trained according to the nearest-neighbor rule, the machine is able to learn optimum classifications [3]. One might also employ the k-nearest neighbor rule to train the hidden layer, and in this case, the machine can form at most \( 2^L \) clusters. This is a possible way to scale up ANN when input vectors have to be partitioned into clusters that are growing exponentially. However, we will have to trade off the classification accuracy.

Prior to studying deep learning assisted wireless modem design, let us have a brief review of the PHY procedure of point-to-point communications (Fig. 2). Basically, signal waveforms are drawn from a finite-alphabet set, say \( A \), with the size \( J \). After going through the fading channel, received waveforms in their discrete-time equivalent form are vectors forming an infinite set. The role of receivers is to map the received vectors back onto the finite-alphabet set \( A \). This procedure mimics the ANN-based classification procedure, as described above. Indeed, it is rather straightforward to replace the receiver box in Fig. 2 with an ANN black-box. The input vectors are formed by received waveforms combined with the channel state information, as they together form a bijection to the original waveform set \( A \). Alternatively, the input vectors can be channel-equalized signals which also form bijection with the original waveform set \( A \). The bijection allows the ANN black-box to be trained through supervised learning. In fact, this example is not the only way to apply deep learning for modem designs. It is also possible to replace both the transmitter and receiver with their corresponding ANN black-boxes, so as to form an autoencoder which can be trained end-to-end for joint transmitter and receiver design [4], [5]. Theoretically, a shallow-ANN (i.e., an ANN with a single hidden layer) would be sufficient to perform signal classification at the receiver side, as a receiver is normally a single-task classifier. Joint transmitter and receiver designs (autoencoders) are different, as they need at least one hidden layer at the transmitter side to construct the waveform set and another hidden layer at the receiver side to carry out corresponding signal classification. Here, the implication is that deep-ANN is more meaningful when a PHY module or procedure can have a breakdown of two or more different tasks; or otherwise, a shallow-ANN would be more than enough. This issue will be further elaborated in Section 3.

In addition to the ANN architecture, ANN training algorithms or methods are crucial when improving machine learning efficiency. Analogous to ANN-assisted machine learning practices in the general artificial intelligence domain, it is always important to pay particular attention to the following three aspects:

1) Weighting vectors (including biases) in each hidden layer should be carefully initialized. They are often randomly generated according to a certain independent probability distribution within a certain range, which can vary from case to case in practical applications. Specific to modem design, we should bear in mind that those weighting vectors during training become reference vectors for the eventual signal classification. Therefore, they should be initialized in a way that facilitates the capture of the characteristics of communication signals by machines.

2) Activation functions must be carefully selected to improve the optimality or efficiency of ANN-assisted machine learning. For instance, Softmax(.) is suitable for small-scale ANNs to adopt the nearest-neighbor rule in machine learning. This enables Euclidean-distance optimality when training a hidden layer. Moreover, Softmax(.) allows machines to produce soft outputs that are often useful for soft-demodulation and decoding practices. Alternatively, we can employ Sigmoid(.) to scale up ANNs when they are expected to handle massive-region classifications. Certainly, we will have to pay for the classification optimality. For more information, a relatively comprehensive list of activation functions as well as their descriptions can be found in [6].

3) Backpropagation (BP) is essential at the ANN training stage to recursively update neuron weighting vectors, with the aim of minimizing the loss function such as the mean-square error, mean absolute error or categorical cross-entropy between the ANN output and labeled training target, depending on the applications. A commonly used BP method is called minibatch gradient descent, which randomly picks up a certain number of training samples from the entire training data set on each training iteration. Compared to another commonly used BP algorithm called batch gradient descent, mini-batch gradient descent can significantly reduce computational complexities, particularly when the path to the desired minima is quite noisy.

3 Deep Learning Assisted Modem Designs and Their Merits

In this section, we will offer three case studies on deep-learning assisted wireless modem design and argue for their ad-
vantages in computing latency reduction, remarkable complexity-performance trade-off, as well as robustness to nonlinear physical distortions.

3.1 Case Study 1: Deep Learning Assisted Parallel Decoding of Convolutional Codes

Error-control codes often have a serial computing architecture in nature due to correlations amongst codeword bits. This fact is challenging the design of parallel-computing ready decoding algorithms. Recent advances towards ANN-assisted decoders are mainly based on recurrent neural networks [7], [8] and there is a clear show of advantages in performance-complexity trade-off. Here, we review a more recent contribution in this domain, which proposes to the employment of feed-forward neural networks for low-complexity parallel decoding of convolutional codes [9].

The basic idea is to partition a long convolutional codeword into a number of pieces, forming so-called sub-codewords. When the length of sub-codewords is sufficiently long, there exists a bijection between sub-codewords and their corresponding original information bits, subject to an initial state uncertainty. As depicted in Fig. 3a, sub-codewords are first decoded in parallel using a list maximum-likelihood decoder (List-MLD), and then initial state uncertainties are removed through the sub-codeword merging process, referred to as a two-stage decoding process that can be implemented in parallel. In this case study, the role of the ANN is to replace the List-MLD algorithm at the sub-codeword decoding stage, as the latter is of very high computation complexity. Fig. 3b illustrates the ANN training procedure, where the sub-codeword decoder is modelled as a deep-ANN black-box. The input vector is the noisy version of all possible sub-codewords, and the output vector is the corresponding estimate of the original information bits. It is worthwhile highlighting that the training set of input vectors should be carefully defined so as to incorporate the effect of initial state uncertainty (as detailed in [9]), as this is crucial for the sub-codeword merging stage. Moreover, it is suggested to partition a long convolutional codeword evenly, as in this case we only need to train one ANN block-box and can reuse it for all sub-codewords, thus resulting in an efficient way to reduce the training complexity.

Fig. 4 illustrates the bit reliability of convolutional decoders in additive white Gaussian noise (AWGN), considering a half-rate non-recursive convolutional code with a codeword length of 64. The illustrated simulation results are only for $E_b/N_0=4$ dB and similar conclusions can be drawn for other $E_b/N_0$ values [9]. The ANN black-box was trained at $E_b/N_0=2$ dB. When comparing the parallel decoder with the conventional MLD, it can be seen from Fig. 4 that they have no difference in bit reliability; and thus, the parallel decoder is optimum. Moreover, due to the parallel computing nature, the parallel decoder has the potential to reduce computing latency, subject to the number of sub-codewords. When the sub-codeword decoder is realized through the ANN black-box described in Fig. 3b, we can
see a little bit of a performance loss in bit reliability (around 0.03%); this is mainly due to using an insufficient number of epochs during the ANN training stage. Nevertheless, the computation time for sub-codeword decoding is reduced by around 95%. It is clear that ANN helps to achieve a very good complexity-performance trade-off. In addition, the ANN decoder can be executed fully in parallel and this is an additional advantage for latency reduction.

3.2 Case Study 2: Deep Learning Assisted Multiuser OFDMA Frequency Synchronization

Consider a multiuser frequency-synchronization problem in the context of orthogonal frequency-division multiple-access (OFDMA) uplink communications, where transmitters experience independently generated carrier-frequency-offsets (CFOs), due to oscillator instability or Doppler-induced random frequency modulations. This problem involves two sub-problems. One is the multiuser-CFO estimation and the other is multiuser detection (MUD) or multiuser interference (MUI) cancellation given the CFO estimates. Multiuser-CFO estimation can be implemented by employing either pilot-assisted approaches or blind approaches that exploit statistical behaviors inherent in signal waveforms. When CFO estimates are assumed available at the transmitter side, each transmitter can carry out CFO pre-compensation, individually. However, link-level latency will be a considerable issue due to the CFO feedback delay. Alternatively, multiuser frequency synchronization can also be carried out at each individual user domain (e.g., sub-band) using the filterbank approach, which can be combined with iterative parallel interference cancellation (PIC). However, such a method is vulnerable to the CFO estimation accuracy and it could introduce extra baseband processing latency into the system.

Fig. 5 illustrates a deep-learning assisted multiuser frequency synchronization approach, named classification-and-then-MUD (CAT-MUD) in [10]. The deep-ANN has two functional layers: one is responsible for multiuser-CFO classification and the other is for the MUI cancellation. The CFO classifier is employed to tell the CFO sub-range where transmitters’ CFOs fall in. This is very different from the conventional CFO estimation in the sense that the classifier only estimates the CFO range instead of CFOs. With the estimated CFO sub-range index, received signals are then fed into the MUD layer for the MUI cancellation; please find a detailed introduction of CAT-MUD in [10].

Fig. 6 illustrates the overall system performance (in block-error rate, BLER) for OFDMA systems, where 4 transmitters evenly share 32 subcarriers. Original information bits are first modulated into 16-QAM symbols and then transmitted through an 8-tap frequency-selective Rayleigh fading channel (3GPP Channel Model A). To be more robust to CFO classification er-
rors, the switch depicted in Figure 5 can simultaneously turn on multiple adjacent MUD branches. Figure 6 shows that the 3-branch model achieves the best performance-complexity trade-off. It outperforms the conventional PIC approach by around 3 dB in $E_b/N_0$ and offers comparable performances with the CFO-free case at low and moderate SNRs (such as $E_b/N_0<15$ dB).

3.3 Case Study 3: Deep Learning Assisted Coherent MIMO Detection

Multi-user multiple-input multiple-out (MU-MIMO) signal detection over noisy fading channel is mathematically an integer least-squares (ILS) problem, which aims to minimize the pairwise Euclidean distance between the transmitted signal multiplied by channel matrix and the received signal [11]. Concerning the optimal MLD solution to be computationally expensive, the usual practice is to employ linear channel equalization algorithms, such as the matched filter (MF), zero forcing (ZF) and linear minimum mean-square error (LMMSE), to trade off the optimality for lower computational complexity. However, linear algorithms are often too sub-optimum due to their use of symbol-by-symbol detection. Therefore, enormous research efforts have been paid in the last two decades to achieve the best performance-complexity trade-off through the use of non-linear algorithms (e.g., Vertical-Bell Laboratories Layered Space-Time (V-BLAST) [12], Linear Minimum Mean-Square Error-Successive Interference Cancellation (LMMSE-SIC [13], and so on). The problem is that most of the non-linear algorithms are too complex for current DSP technology and do not lend themselves well to parallel computing. This goes against the trend of computing technology development.

Deep learning assisted solutions have demonstrated their potential for offering computational complexity close to linear receivers, without compromising the detection performance. Moreover, most of the deep learning algorithms are parallel computing ready. According to the ways of utilizing channel state information at the receiver side (CSIR), deep-learning solutions can be divided into two categories: channel equalization and learning (CE-L) mode (Fig. 7a) and direct learning (Direct-L) mode (Fig. 7b). The difference is that the CE-L mode employs ANN black-box after channel equalization, and the Direct-L mode takes both CSIR and received signal as the input vector for signal classification.

A major advantage of the CE-L mode lies in the use of channel equalization for multiuser signal orthogonalization. Hence, the input vector to the ANN black-box is effectively a noisy version of the transmitted signal vector. By such means, the CE-L mode can turn the ANN classification problem from the vector level to the symbol level. However, the performance of
the CE-L mode is limited by the symbol-by-symbol MLD bound. Theoretically, the Direct-L mode is able to achieve the optimum MLD performance for the vector-level classification. In addition, the Direct-L mode does not need channel equalization. This is a remarkable advantage as channel equalizers often require channel matrix inversions which do not support parallel computing. On the other hand, the Direct-L model is not a scalable approach with the size of MIMO, due to ANN’s reduced classification ability with the growth of multiuser interferences.

Fig. 8 illustrates a novel deep-ANN approach, where a multi-layer modularized ANN is combined with PIC to scale up the Direct-L mode. This approach is called DNN-PIC in [14]. Basically, the entire ANN consists of a number of cascaded PIC layers, with each layer employing a group of identical pre-trained DNN-PIC modules for signal classification and interference cancellation. Therefore, multiuser interference decreases linearly with the feed-forward procedure, and the last layer is able to provide a better classification of MU-MIMO signals.

Fig. 9 compares the average bit-error-rate (BER) performance between conventional MU-MIMO receivers and the DNN-assisted solutions. For the CE-L and Direct-L mode, the ANN was trained at $E_b/N_0 = 5$ dB. For the DNN-PIC approach, the ANN was trained at three different $E_b/N_0$ points (i.e., $E_b/N_0 = 0$ dB, $5$ dB and $10$ dB), and were optimally selected in the communication procedure in order to obtain the best achievable performance. Simulation results show that deep learning modules largely improve the detection performance of the MF-based receiver (around $8$ dB at BER of $10^{-1}$) due to better use of the sequence-detection gain. For both the ZF and LMMSE receiver, the sequence-detection gain vanishes since channel equalization orthogonalizes multiuser signals. Meanwhile, the Direct-L mode significantly outperforms all CE-L modes and this result confirms the accuracy of the theoretical analysis. Finally, the proposed DNN-PIC approach further improves the BER performance of the Direct-L approach by around 1.5 dB. The performance gap between the DNN-PIC and the MLD receiver is only about 0.2 dB. Again, it should be emphasized that the DNN-PIC approach is parallel computing ready.

4 Discussion and Research Challenges

Although deep learning has achieved widespread empirical success in many areas, the applications of deep learning for wireless communication physical layer design are still at the early stage of research and engineering implementation. In this section, we list several fundamental bottlenecks together with the potential future research directions.

---

**Figure 8.** Block diagram of the DNN-PIC approach.
1) Training set overfitting.

Overfitting is a modeling problem which occurs when a function too closely fits a limited data set [15]. In PHY, it could refer to the case that an ANN-assisted receiver trained for a specific wireless environment (or channel model) is not suitable for another environment (or channel model). It is a severe problem since a deep learning solution with limited generalization capability is less useful in real practice. However, this issue can be viewed more positively if deep learning algorithm can be used to optimize wireless receivers integrated into access points based on their local environments.

2) Scalability of DL-based solutions.

In machine learning theory, scalability refers to the effect of an increasing training data set on the computational complexity of a learning algorithm. For instance, the ANN solution in Fig. 7b has its learning capacity rapidly degraded with the growth of transmit antennas [14]. The current approach to mitigate this problem is by means of training the ANN with channel equalized signals (Fig. 7a). However, in this case, ANN-assisted receivers are not able to exploit maximally the spatial diversity-gain due to the multiuser orthogonality enabled by channel equalizers, and the performance goes far from optimum. To tackle this issue, novel deep learning algorithms with good scalability are required (and expected) in the future.

3) Training strategies and performance evaluation.

Deep learning for wireless communication is a new research area and people lack experience in training strategies. For example, the optimal training SNR points for different PHY scenarios remain unknown [15]. In [9], it can be observed that the training of an ANN at relatively high SNRs gives an excellent generalization performance at low SNR regime in AWGN channel. However, when wireless channel becomes fading [14], the learned PHY feature at high SNR regime can no longer indicate the feature of low SNRs. A potential solution is to train ANNs at different SNR regimes separately and then merge the results together, but this solution introduces additional training complexities and requires SNR estimation. A related question is whether there is a more appropriate way to measure the training process in PHY solutions. It is well known that ANN training aims to minimize a given loss function, and we consider that an ANN is well trained if the loss is converged to an ideal state. On the other hand, PHY performance is normally measured by BER or SER. In most of the ANN-assisted PHY solutions, we make a hard decision on ANN outputs to obtain the bit-level (or symbol-level) estimates. However, the loss function might not be able to accurately indicate the training progress when complicated PHY scenarios are considered (e.g., high-order modulation and fast fading channel). In [14], the authors introduce a method which measures the training progress by computing the average BER/SER over the last few training epochs, and the estimated BER performance is shown to be very close to the validation performance. In general, the training strategies, especially for PHY applications, are worthy of investigation in future research.

4) Hardware implementation.

Currently, most of the ANN-assisted PHY solutions are still in their software simulation stages, but hardware implementation normally requires more practical considerations [16]– [18]. Apart from the channel model and data set that we have discussed in the previous sections, power consumption also needs to be considered since the ANN training process often involves very high computation cost. The aim of reducing ANN learning expenses has recently motivated a new research area on the non von Neumann computing architecture.

5 Conclusions

This paper presents several promising ANN-assisted PHY applications. The idea lies in the use of ANNs to replace parts of the conventional signal processing blocks in the communication chain. It is shown that ANN-assisted approaches achieve competitive performance in terms of both reliability and latency in various applications. More importantly, deep learning offers us a fundamentally new way to design and optimize the conventional communication systems. A wide range of open challenges need to be solved and theoretical analysis is also expected in future research.
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A Machine Learning Method for Prediction of Multipath Channels

Julian AHRENS¹, Lia AHRENS¹, and Hans D. SCHOTTEN¹,²

¹. German Research Center for Artificial Intelligence, Kaiserslautern 67663, Germany; ². Technical University of Kaiserslautern, Kaiserslautern 67663, Germany)

Abstract: A machine learning method for predicting the evolution of a mobile communication channel based on a specific type of convolutional neural network is developed and evaluated in a simulated multipath transmission scenario. The simulation and channel estimation are designed to replicate real-world scenarios and common measurements supported by reference signals in modern cellular networks. The capability of the predictor meets the requirements that a deployment of the developed method in a radio resource scheduler of a base station poses. Possible applications of the method are discussed.
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1 Introduction

Today’s mobile communication networks are driven by the demand of a steadily increasing number of subscribers for ever higher data rates. This demand has led to the introduction of support for technologies such as millimeter wave transmissions and massive multiple-input multiple-output (MIMO) into the current 5G standards. Apart from the introduction of these new technologies, the available spectrum has to be utilised in the most efficient manner possible. This has already led to the move to orthogonal frequency-division multiple access (OFDMA) and orthogonal frequency-division multiplexing (OFDM) in the fourth-generation mobile broadband standards, which allow for fine grained control over the utilisation of the available radio resources across both the time and frequency domains. While OFDM combats frequency-selective fading by using long symbol times, OFDMA provides further benefits by allowing multiple users to schedule transmission on the subcarriers which are best for them at the time [1]. OFDM also allows for different encodings to be used across the available spectrum, thereby giving the scheduler fine grained control over the trade-off transmission data rate vs. signal robustness.

The dynamic allocation of radio resources and its scheduling are key to achieving efficient utilisation of the available spectrum. Since base stations manage a large number of transmissions, each across a different channel depending on the position and environment of the individual user equipment (UE), they are natural candidates for hosting an optimisation through dynamic scheduling of the radio resources. To achieve efficient radio resource management, scheduling algorithms need to have information about the current and future states of the transmission channels. In particular, two things are required: On the one hand, a mechanism for the estimation of the transmission channels needs to be in place, i. e., there has to be a measurement of the channel transfer function; on the other hand, the development of the transmission channels over time has to be predicted to allow for estimates of future channel quality.

In Long Term Evolution (LTE) systems, channel estimation can be implemented by observing the Cell-Specific Reference
Signals (CRS). LTE release 10 (LTE Advanced) supplemented the CRS by the introduction of Channel State Information Reference Signals (CSI-RS). 5G New Radio (NR) does not provide CRS, instead relying exclusively on the flexibly configurable CSI-RS. In this paper, we use a simulation of a multipath propagation transmission channel based on the empirical evidence and the models devised in [2]. The channel is estimated by transmitting and measuring a test signal containing a similar amount of information as the LTE CRS. In particular, very similar estimates can be derived from the observation of LTE CRS.

The present work focusses on the aspect of predicting the time-variant transmission channels. A convolutional neural network (CNN) operating on the time-frequency domain and using multiple time resolutions is designed in order to achieve the necessary prediction performance. The proposed CNN is a two-dimensional variant of the WaveNet network architecture proposed in [3] and uses dilated kernels on the time axis to achieve the incorporation of multiple time resolutions. A further enhancement to the WaveNet architecture presented here consists in enabling simultaneous multi-step predictions, allowing for the instantaneous predictions of the channel development over a period of 5 ms (one half-frame) at a resolution of 500 μs (one slot) each. This is especially useful, since the allocation of resource blocks can be changed at the half-frame level, necessitating the prediction over at least this time period.

The remainder of this work is structured as follows: Section 2 introduces the simulation from which the transfer functions of a fading channel scenario based on real-world observations are derived. Section 3 describes the employed channel estimation procedure. Section 4 describes the channel predictor that is the essential part of this work. Section 5 summarises the obtained results. In Section 6, we provide a discussion of possible applications and an outlook on future research. Section 7 concludes the paper.

### 2 Simulation

Setting the position and carrier frequency of the transmitter to \((0,0) \in \mathbb{R}^2\) and \(f_{\text{carrier}} = 900\ MHz\), respectively, the multipath transmission is simulated by generating 256 scatterers. Each scatterer starts at a randomly chosen initial position \((x_0,y_0) \in \mathbb{R}^2\) such that the power delay profile of the resulting multipath transmission matches the typical urban scenario described in [2], and moves at a random time-invariant velocity \(v_{x},v_{y} \sim \mathcal{N}(0,\sigma^2)\), \(\sigma = 10\ m/s\), for \(t = 0,...,63\), and \(v_{x},v_{y} = 0\) for \(t \geq 64\). The receiver is supposed to move from an initial position \((x_{0r},y_{0r}) = (400,0) \in \mathbb{R}^2\) near the transmitter at velocity \(v = \langle v_{x},v_{y} \rangle \in \mathbb{R}^2\) with \(|v| = 10\ m/s\), \(\arctan_2(v_{x}/v_{y}) \sim \mathcal{U}(-\pi,\pi)\), where \(\arctan_2(y,x) = (x + iy)/\sqrt{x^2 + y^2}\) for \((x,y) \in \mathbb{R}^2\). The transmissions are assumed to be conducted periodically in blocks. The time for transmitting one block is assumed to be \(T = 500\ \mu s\), which leads to a discrete time simulation with step size 500 μs. The simulation time amounts to \(2^{12} \approx 4\ 096\\text{ time steps in total. The bandwidth of transmission is set to } 12.8\ MHz\). A time interval of length 20 μs at the beginning of each block is used for the transmission of a test signal generated for the channel estimation. All values are computed and stored using International System of Units (SI) base units.

An example configuration of this simulation is shown in Fig. 1. The large red and black dots represent the transmitter and receiver, respectively. The smaller dots represent the scatterers which are coloured according to the phase offsets observed on the corresponding transmission path (shown as lines) with red representing zero offset and cyan representing a phase offset of \(\pi\).

At each simulation step \(t\) and for each \(\tau\), the path length reflected by the \(\tau\)-th scatter \(d_{\tau,t}\) is \(|\langle x_{\tau},y_{\tau} \rangle - (0,0) + \langle x_{\tau},y_{\tau} \rangle|\) and its derivative with respect to time \(\frac{d}{dt} d_{\tau,t}\) are computed. For each scatterer \(\tau\), we recorded the corresponding transmission delay time \(\sigma_{\tau,t}\), the constant phase offset \(\theta_{\tau,t}\), and the Doppler frequency \(f_{d_{\tau,t}}\) caused by the \(\tau\)-th scatterer following the rules \(\sigma_{\tau,t} = f_{d_{\tau,t}} t_{\tau}\), \(\theta_{\tau,t} = \left( \left( -f_{d_{\tau,t}} t_{\tau} \right) \text{mod } 1 \right) \cdot 2\pi\), and \(f_{d_{\tau,t}} = -\frac{d}{dt} f_{d_{\tau,t}}\) respectively, as well as the received signal amplitude \(a_{\tau,t}\) computed using the free-space propagation model \(a_{\tau,t} = c_0/(4\pi f_{\text{carrier}} f_{d_{\tau,t}})\) [1]. (Here, \(c_0\) refers to the speed of light in vacuum.)

In a setting without line of sight, using linearisation of the phase offset with respect to the Doppler frequency, the time-variant channel impulse response evaluated at time \(t + \tau\) for each simulation step \(t\) and small \(\tau\) resulting from the multipath transmission simulated using the above parameters can be approximated by

\[
h(\cdot, t + \tau) = \frac{1}{\sqrt{\sum_{i=0}^{255} \left| a_i \right|^2}} \sum_{i=0}^{255} a_i \exp\left(i \theta_i \right) + i2\pi f_{d_{\tau,t}}(\cdot) \delta_{\tau,t}(\cdot) .
\]

(1)

For any signal \(\{s_r\}_{0 \leq r < T}\) being transmitted in the block beginning at time step \(t\) through the simulated channel, this consideration leads to a received signal \(\{r_r\}_{0 \leq r < T}\) in the form of

\[
r_r = (h(\cdot, t + \tau) * s)(\tau) = \frac{1}{\sqrt{\sum_{i=0}^{255} \left| a_i \right|^2}} \sum_{i=0}^{255} a_i \exp\left(i \theta_i \right) + i2\pi f_{d_{\tau,t}}(\cdot) \delta_{\tau,t}(\cdot) * S(\tau) .
\]

(2)

This parametrisation is used in [4] and delivers a realistic...
Throughout the remainder of this paper the frequency domain mode of operation working in the frequency domain allows for a channel estimation scheme of lower computational complexity compared to equalisers operating in the time domain and requiring matrix inversions. Moreover, the frequency domain mode of operation has some benefits on the predictor further detailed in Section 4. Throughout the remainder of this paper, for a discrete time complex-valued signal \( \{ X_{\tau} \}_{\tau = 0, \ldots, N-1} \), let \( \mathcal{F} X = \{ \mathcal{F} X_{\tau} \}_{\tau = 0, \ldots, N-1} \) denote its (discrete) Fourier transform.

The time-variant channel transfer functions \( \mathcal{F} h(\cdot, t + \tau) \) for \( t = 0, \ldots, 4.095T \) and \( 0 \leq \tau < T \) simulated in Section 2 are approximated by a time series of block wise time-invariant transfer functions \( \{ \mathcal{F} h^i \}_{i = 0, \ldots, 400} \) based on which the estimation and prediction of the channel transmission are conducted. For each transmission block beginning at time step \( t \), in order to estimate the corresponding channel transfer function \( \mathcal{F} h^i \), a complex-valued (white noise) test signal \( \{ S_{\tau} \}_{\tau = 0, \ldots, N-1} \) whose Fourier transform has constant amplitude and random phases \( \sim \mathcal{U}(-\pi, \pi) \) is generated and then transmitted through the multipath transmission channel with additive white noise simulated in Section 2, resulting in a received signal \( \{ R_{\tau} \}_{\tau = 0, \ldots, N-1} \). The transfer function \( \mathcal{F} h^i \) is in a first step estimated by

\[
\mathcal{F} \hat{h}^i = \frac{\mathcal{F} R^i}{\mathcal{F} S}.
\]

In order to improve the quality of the preliminary estimator \( \mathcal{F} \hat{h}^i = \{ \mathcal{F} \hat{h}_{\tau}^i \}_{\tau = 0, \ldots, N-1} \) which is noise corrupted, the corresponding impulse response \( \hat{h}^i \) is windowed by a step function of width \( N/2 \) and then Fourier transformed, i.e., the estimator \( \mathcal{F} \hat{h}^i \) of the channel transfer function is given by

\[
\mathcal{F} \hat{h}^i = \mathcal{F} \left( I_{[0, N/2]} \mathcal{F}^{-1} \mathcal{F} h^i \right),
\]

where \( \mathcal{F}^{-1} Y = \{ \mathcal{F}^{-1} Y_{\tau} \}_{\tau = 0, \ldots, N-1} \) refers to the inverse Fourier transform of the considered signal \( \{ Y_{\tau} \}_{\tau = 0, \ldots, N-1} \) in the frequency domain. The step of windowing the preliminarily estimated impulse response \( \hat{h}^i = \mathcal{F}^{-1} \mathcal{F} h^i \) is conducted due to the observation of a long noisy tail showing up in the recorded \( \hat{h} \), which, according to the simulation with maximum transmission delay time less than \( N/2 \), should be eliminated; this, at the same time, yields a discrete approximation to convolving the estimated channel transfer function with the kernel \( \sin(\pi (\cdot/2)) / (\pi (\cdot/2)) \) so that down sampling with step size 2 (instead of the original step size 1) in the frequency domain delivers an error corrected version of the estimated channel transfer function \( \{ \mathcal{F} \hat{h}_{\tau}^i \}_{\tau = 0, \ldots, N/2-1} \).

When applied to a multipath transmission channel with additive white noise such as the transmission channel simulated in Section 2, the above method of estimating the channel transfer function yields a reasonably accurate estimate.

The initial resolution level of the frequency spectrum is set to \( N = 2^5 \) which results in an estimated channel transfer function \( \mathcal{F} h^i \) of length \( N/2 = 256 \) for each block beginning at simulation step \( t \). Overall, the simulation is run 16 times independently, which results in 16 independent time series of the form \( \{ \mathcal{F} \hat{h}^i \}_{i = 0, \ldots, 400} \) with \( \mathcal{F} \hat{h} \in \mathbb{C}^{256} \).

An example realisation of transfer functions estimated during one simulation is shown in Fig. 2. The \( x \)-axis represents time, labelled by time steps \( t \), and the \( y \)-axis represents frequency, labelled by indices of subcarriers \( f \). Brightness corre-
sponds to amplitude with bright colors representing good signal reception. Colors correspond to phases with red representing phase 0 and cyan representing phase $\pi$. One can clearly see the thin dark areas reflecting the effect of frequency selective fading.

In order to ensure that the proposed system could indeed be implemented on current cellular radio equipment, the method of estimation of the simulated channel is chosen in such a manner that the level of channel information obtained is very similar to that commonly available from the reference signals in real-world systems.

### 4 Channel Prediction

The time series of estimated channel transfer functions from Section 3 are used as labels for training and testing a carefully chosen convolutional neural network (CNN) that delivers one- or multi-step ahead predictions of the time-variant channel transfer functions resulting from the simulation in Section 2. Since additive noise is included in the simulation of the channel, the trained neural network also contributes to the denoising of the channel transfer function along with the channel estimation scheme in Section 3.

In general, CNNs are a specific architecture of feed-forward neural networks, where linear filters (convolution kernels) instead of traditional single weight parameters are used in a shift invariant manner for the transformation between adjacent layers, making use of local temporal and spatial structure of the input signal within a local receptive field. The local receptive field can be enlarged without the need for increasing the number of parameters by means of the dilation parameter. In the one-dimensional case, a CNN with dilation is known as WaveNet that is introduced in [3] for processing audio signals. For more details on CNNs, the readers are referred to [6]. Compared to traditional fully connected neural networks and recurrent neural networks such as long short-term memory units (LSTMs) [7], CNNs use fewer parameters and are less receptive to overfitting.

The shift invariant nature of CNNs necessitates that the signals processed by a CNN have some amount of homogeneity, as the layers of the CNN have no way of varying the processing performed by them between different regions of the input signal. In our particular case, this means that the method in which predictions are performed for a certain consecutive group of subcarriers is exactly the same as that used for any other group of consecutive subcarriers. This is a reasonable approach, as the manner in which the influence of the channel on the transmission develops over time is indeed very homogeneous across the entire considered bandwidth. This assumption would not hold, if we were to work directly on the time domain channel impulse response, as most of the power of this impulse response is contained within the first few microseconds, suggesting a different approach for processing this earlier part of the impulse response.

In our setting, a two-dimensional convolutional neural network (CNN) with partial dilation is used for building the prediction model, which is described in the remainder of this section. CNNs are a special type of feed-forward neural networks made up of one or several convolutional layers. A feed-forward neural network is a function mapping an input vector to an output vector, making use of a set of parameters which are to be adapted through the training. In a multi-layer neural network, this function operates in the form of several such functions in succession, each transforming the corresponding input vector into an output vector. In our setting, for processing the time series of channel transfer functions $\{\mathcal{F}_h^t\}_{t=0,1,\ldots}$ with $\mathcal{F}_h^t \in \mathbb{C}^{15}$, we use two-dimensional convolutional layers where each input vector is indexed with three axes related to the real-or-imaginary part of the complex plane, the simulation time steps, and the frequency domain, and the transformation is conducted by convolving the input vector with a convolution kernel made up of free parameters to be adapted and adding a free parameter vector called bias to the result. For our purpose of multi-step prediction, we also consider the evolution of the time series over a long period of time, for which we use the so-called dilation parameter on the time axis defining the spacing between the free parameters in the convolution kernel. The introduction of the dilation parameter enables us to extend the receptive field of the CNN in time without taking extra parameters for fitting.

For delivering at most $m$-step ahead predictions of the future channel transfer function, we use a 5-layer CNN beginning with 4 consecutive partially dilated convolutional layers along the $t$-axis with channel sizes 2, 6, 12, 12, 6, followed by one convolutional layer with $2m$ output channels. In each partially dilated convolutional layer, the size of the free convolutional kernel is set to (4,5) for the time and frequency axis, respectively, and the dilation parameter is defined by 4 to the power
of the corresponding layer number. The final layer is endowed with $1 \times 1$ convolution kernels. Apart from the last layer, the hyperbolic tangent is used as activation function in each layer.

In order to improve the back propagation of the gradient [8], a residual convolutional layer [9] with kernel size $(1\times 1)$ is added to each partially dilated convolutional layer. The above layout is common in convolutional neural networks and is designed to best adapt to our task and the nature of the input signals. The layout of our CNN is summarised in Table 1. For illustration, a diagram of the dilated layers along the $t$-axis is presented in Fig. 3.

During the training, the free parameters in our CNN are adjusted to the labelled training data by minimising the mean squared error (MSE) of prediction along the negative direction of the gradient of the error function with respect to the parameters, for which we use a refined version of stochastic gradient descent (SGD) called ADAM training algorithm [10]. The gradient for each update is computed by means of the so-called backpropagation algorithm [8] based on the chain rule.

![Table 1. Layout of the 2D CNN for $m$-step ahead prediction](chart1.png)

<table>
<thead>
<tr>
<th>Layer Number</th>
<th>Layer Type</th>
<th>Channel Sizes</th>
<th>Kernel Size ($c_i$)</th>
<th>Dilation Parameter</th>
<th>Residual Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Dilated convolution</td>
<td>$2 \rightarrow 6$</td>
<td>$(4, 5)$</td>
<td>$(1, 1)$</td>
<td>$1 \times 1$ convolution</td>
</tr>
<tr>
<td>1</td>
<td>Dilated convolution</td>
<td>$6 \rightarrow 12$</td>
<td>$(4, 5)$</td>
<td>$(4, 1)$</td>
<td>$1 \times 1$ convolution</td>
</tr>
<tr>
<td>2</td>
<td>Dilated convolution</td>
<td>$12 \rightarrow 12$</td>
<td>$(4, 5)$</td>
<td>$(16, 1)$</td>
<td>$1 \times 1$ convolution</td>
</tr>
<tr>
<td>3</td>
<td>Dilated convolution</td>
<td>$12 \rightarrow 6$</td>
<td>$(4, 5)$</td>
<td>$(64, 1)$</td>
<td>$1 \times 1$ convolution</td>
</tr>
<tr>
<td>4</td>
<td>Convolution</td>
<td>$6 \rightarrow 2m$</td>
<td>$(1, 1)$</td>
<td>$(1, 1)$</td>
<td>None</td>
</tr>
</tbody>
</table>

![Figure 3. Structure of the dilated convolutional layers along the $t$-axis.](chart2.png)

In our setting, the 16 independent time series of channel transfer functions $\{\mathbf{H}_i\}_{i=1,2,\ldots,16}$ are each divided into 8 segments which are to be fed into the CNN as input vectors and grouped as training, validation, and test parts with the proportion 6:1:1. The ADAM optimiser with learning rate $\gamma = 0.01$ is run for 30 training epochs in total.

### 5 Results

The performance of our approach to delivering multi-step ahead prediction is measured in a setting with $m = 10$ for training the corresponding CNN to output 10-step ahead predictions at most. The MSEs are evaluated for training, validation, and test data (Table 2). The similarity of performance evaluated on all three sub-datasets indicates no significant overfitting.

As a baseline, we consider the trivial prediction where all future values of the time series are set to the latest observed value; the MSE of such a prediction scheme provides a measure for the variation of the underlying time series over time (Table 2). Overall, the instantaneous long-term prediction with our CNN using $m = 10$ facilitated by employing the dilation parameter in time delivers much more accurate results than the trivial prediction scheme.

![Table 2. Mean squared errors (MSEs) for prediction length $\Delta_t$ from 1 to 10](chart3.png)

<table>
<thead>
<tr>
<th>$\Delta_t$</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
<th>Trivial</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1466</td>
<td>0.1460</td>
<td>0.1424</td>
<td>0.2217</td>
</tr>
<tr>
<td>2</td>
<td>0.1579</td>
<td>0.1569</td>
<td>0.1538</td>
<td>0.2532</td>
</tr>
<tr>
<td>3</td>
<td>0.1753</td>
<td>0.1735</td>
<td>0.1707</td>
<td>0.3047</td>
</tr>
<tr>
<td>4</td>
<td>0.2014</td>
<td>0.1988</td>
<td>0.1962</td>
<td>0.3750</td>
</tr>
<tr>
<td>5</td>
<td>0.2357</td>
<td>0.2321</td>
<td>0.2298</td>
<td>0.4621</td>
</tr>
<tr>
<td>6</td>
<td>0.2757</td>
<td>0.2723</td>
<td>0.2704</td>
<td>0.5644</td>
</tr>
<tr>
<td>7</td>
<td>0.3249</td>
<td>0.3208</td>
<td>0.3183</td>
<td>0.6788</td>
</tr>
<tr>
<td>8</td>
<td>0.3821</td>
<td>0.3763</td>
<td>0.3735</td>
<td>0.8040</td>
</tr>
<tr>
<td>9</td>
<td>0.4459</td>
<td>0.4393</td>
<td>0.4354</td>
<td>0.9382</td>
</tr>
<tr>
<td>10</td>
<td>0.5133</td>
<td>0.5055</td>
<td>0.5005</td>
<td>1.0797</td>
</tr>
</tbody>
</table>
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6 Discussion

As mentioned in the introduction, the method proposed in the preceding sections can be employed to provide an OFDMA/OFDM radio resource scheduler located in a base station with predictions necessary for an efficient scheduling of radio resources. There are two main aspects of the scheduler, which can benefit from this information:

The predictions can be used to decide to which user a specific radio resource element should be allocated by estimating the relative usefulness of assigning the element to a specific user compared to the utility another user may have of it. For instance, consider the case where two radio resource blocks RRB A and RRB B are assigned to users UE A and UE B, respectively. If the predictor predicts that during the next half-frame the part of the spectrum on which RRB A is transmitted will become faded for UE A, but a strong signal could be received by UE B, it would be advantageous to change the allocation and assign RRB B to UE A and RRB A to UE B.

The other aspect is that the scheduler may control the choice of encoding used on each of the radio resource elements. In particular, if a prediction reveals that a certain part of the spectrum will become faded for a particular user and a reallocation among the users as in the case discussed previously is not applicable, the scheduler may initiate a change of the employed encoding, for instance from 64QAM\(^1\) down to 16QAM, thereby increasing the robustness of the signal and counteracting the decreasing signal-to-noise ratio. In extreme cases of frequency selective fading, transmissions on the corresponding frequencies could even be disabled completely.

In future research, we hope to expand on both of these topics by developing an adaptive coding scheme and a dynamic

\(^1\)Quadrature amplitude modulation
scheduler for the multi-user case based on the research performed in this article.

7 Conclusions
In this paper, we simulated a multipath transmission scenario, implemented a channel estimation scheme, and designed a machine learning model for predicting the resulting channel transfer functions over multiple time steps. Our results show that the machine learning model is capable of capturing characteristics of the channel evolution and provides reasonable predictions. We addressed possible applications of the method in real-world systems, which we plan to implement and evaluate in future research.
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This will in turn impose new technical challenges on the cellular networks but can well be overcome in the 6G networks. Organized into the third group, the fifth and sixth articles of this special issue focus on cross-layer optimization for the novel network architecture and new services by taking advantage of machine learning techniques. More specifically, the fifth article “Machine Learning Based Unmanned Aerial Vehicle Enabled Fog-Radio Access Network and Edge Computing” by Mohammed SEID et al. presents the use of machine learning in the UAV enabled fog-radio access network of edge computing architecture. Moreover, this article also addresses the future research direction of machine learning roles in UAV connected cellular networks. Last but not the least, the sixth article of this special issue “A Survey on Machine Learning Based Proactive Caching” by Stephen ANOKYE et al. provides an overview on smart and efficient mobile edge caching relying on machine learning approaches. Issues affecting edge caching, such as caching entities, policies, and algorithms, are discussed, followed by a summary on challenges and future research directions.

As we conclude the introduction to this special issue and the content of six articles, we would like to thank all authors for their valuable contributions. We also express our sincere gratitude to all the reviewers for their timely and insightful comments on all submitted articles. It is hoped that this special issue is informative and useful from various aspects related to the application of machine learning approaches for next-generation wireless networks.
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Abstract: The emerging fifth generation (5G) network has the potential to satisfy the rapidly growing traffic demand and promote the transformation of smartphone-centric networks into an Internet of Things (IoT) ecosystem. Due to the introduction of new communication technologies and the increased density of 5G cells, the complexity of operation and operational expenditure (OPEX) will become very challenging in 5G. Self-organizing network (SON) has been researched extensively since 2G, to cope with the similar challenge, however by predefined policies, rather than intelligent analysis. The requirement for better quality of experience and the complexity of 5G network demand a different approach from SON. In several recent studies, the combination of machine learning (ML) technology with SON has been investigated. In this paper, we focus on the intelligent operation of wireless network through ML algorithms. A comprehensive and flexible framework is proposed to achieve an intelligent operation system. Two use cases are also studied to use ML algorithms to automate the anomaly detection and fault diagnosis of key performance indicators (KPIs) in wireless networks. The effectiveness of the proposed ML algorithms is demonstrated by the real data experiments, thus encouraging the further research for intelligent wireless network operation.
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1 Introduction

The wireless communication technologies have experienced significant advancement over the past three decades, from the first generation (1G) system to fourth generation (4G) networks. The cellular networks successfully transform from pure telephony systems to versatile networks that can transport rich multimedia content and have a profound impact on our daily life. The rapid development of the mobile Internet generates a tremendous amount of traffic and consequently requires more bandwidth and better quality of experience. The next-generation wireless networks, i.e., the fifth generation (5G) cellular networks, which are assumed to be commercially deployed in 2020, have the potential to satisfy such a rapidly growing demand for data traffic [1].

The 5G networks mainly have three types of scenarios [2]: first, the enhanced mobile broadband (eMBB) aims to provide broadband multimedia to human-centric use cases; second, the ultra-reliable low latency service (URLLC) with strict requirements in terms of latency (ms level) and reliability (five nines and beyond) is used for remote control of robots or tactile Internet applications; third, massive machine type communications (mMTC) is mainly used to connect a very large number of devices and transmit a low load of non-delay-sensitive informa-
tion. It is believed that 5G will significantly promote the transformation of the smartphone-centric networks into an Internet of Things (IoT) ecosystem [3] that integrates a heterogeneous mix of wireless-enabled devices ranging from smart-phones to connected vehicles, drones, wearables, sensors, and virtual reality devices. The throughput will be 1 000 times more in aggregate from 2015 to 2020 and the number of devices will grow to 500 billion [4]. In order to achieve the capacity growth, 5G cells have to be densely deployed, about 40 to 50 times as many as 4G networks. Moreover, a typical 5G node is expected to have 2 000 parameters to be configured and optimised, significantly more than a typical 2G node (500 parameters), a 3G node (1 000 parameters) and a 4G node (1 500 parameters) [5]. It is foreseen that the network operations of 5G will become an enormous challenge. As estimated in [5], there will be 53 to 67 times increase in operational complexity in 5G compared to 4G.

The operational expenditure (OPEX) is always an important issue for wireless networks. The idea of self-organizing network (SON) was evolved in 2G, 3G and 4G. However, the automation is realized by predefined policies, rather than intelligent analysis and smart decisions. It is time-consuming and expensive for 5G operators to operate and configure the network all manually by humans. In order to reduce the OPEX and facilitate the efficiency of the next generation networks, several studies have investigated the benefits of applying machine learning (ML) and big data technology in SON, showing promising results [5] – [8]. The ML engine has the potential to automate many scenarios of SON, for example, node deployment planning, advanced load balancing, resource allocation strategy, quality-of-experience (QoE)/quality-of-service (QoS) analysis, and network monitoring, paving a way to a proactive, self-aware, self-adaptive and highly efficient networking. In this paper, we focus on the intelligent operation of wireless network through applying ML technology.

This paper is organized as follows. In Section 2, the ML preliminaries are demonstrated, and a framework of intelligent operation system designed by layered scheme is proposed. Then two use cases are illustrated, which use ML algorithms to automate the anomaly detection and fault diagnosis of key performance indicators (KPIs) in wireless networks. Promising results for on-site data analyses are shown in Section 3. Finally, we draw the conclusions in Section 4.

2 Framework of the Intelligent Operation System

2.1 Machine Learning Preliminaries

ML technology has attracted wide attentions for several decades, especially with the third wave of artificial intelligence (AI) facilitated by rapid developments of deep neural networks, big data analysis and cloud computing. ML is being applied to more and more areas, for example, image processing, face recognition, speech recognition, natural language processing, computational advertising, recommendation system, and automated driving. Depending on the type of data input and output, and the type of task or problem intended to solve, there are three main categories of learning algorithms as follows:

1) Supervised Learning.

A supervised learning algorithm is fed with a set of data that contains both the inputs and the desired outputs. The data is known as the training data that consists of a set of training examples. Through iterative optimization of an objective function, a supervised learning algorithm aims to determine a general rule that can nicely map inputs to outputs. There are a number of popular supervised learning algorithms which have been developed and achieve successful applications, for example, regression model (RM), support vector machine (SVM), hidden Markov model (HMM), random forest (RF), and time series forecasting. In wireless networks, these models have the potential to solve a number of problems. Fox example, in massive multi-input multi-output (MIMO) systems associated with hundreds of antennas, both detection and channel estimation lead to high-dimensional search-problems, which can be addressed by these models to estimate or predict radio parameters that are associated with specific users [9]. Forecasting the trend of user equipment (UE) mobility or the traffic volume of different services is another possible application.

2) Unsupervised Learning.

Different from the aforementioned supervised learning, the input information for unsupervised learning does not contain priori labels. Therefore, the unsupervised learning algorithm has to rely on its own capability to find the embedded structure or pattern from its input, like grouping or clustering of data points. The typical unsupervised learning algorithms include K-means clustering, principal component analysis (PCA), independent component analysis (ICA), one-class SVM, etc. The K-means clustering was studied in [10] to partition the mesh access points (MAPs) into several groups in a hybrid optical/wireless network scenario, in order to optimize both the gateway partitioning and the virtual-channel allocation. K-means clustering can also be used to detect network anomaly. PCA and ICA are two common algorithms used for signal processing and feature dimension reduction. They can be developed for the physical layer signal dimension reduction of massive MIMO systems to reduce the computational complexity or in the area of anomaly-detection, and fault-detection problems of wireless networks with multi-performance data monitoring.

3) Reinforcement Learning.

Inspired by both control theory and behaviorist psychology, reinforcement learning is an area of machine learning regarded with how software agents ought to take actions in an environment so as to maximize some notion of cumulative reward. Many reinforcement learning algorithms use dynamic program-
2.2 Intelligent Operation System Design

Although ML can be applied in a number of aspects in SON, this paper focuses on the application of ML technology in the intelligent operation and maintenance (O&M) of wireless networks. Fig. 2 demonstrates a possible implementation for the framework of intelligent operation system. The system is designed in such a layered manner as to maximize the flexibility, scalability, and manageability. The system consists of four layers: the data governance layer, engine layer, model & semantic layer, and application layer. Detailed description of each layer is demonstrated as follows.

1) Data Governance Layer.

The original data are collected, screened and transformed in this layer. Data is the fundamental ingredient for successful implementation of ML. In the wireless network system, diverse kinds of and large amount of data are produced from individual modules, which contain valuable information for network maintenance. Examples of data include KPI data, key quality indicator (KQI) data, alarm data, configuration data, log data, etc. The data could be collected in three ways. Historical data are collected from a wide range in the history, mainly used for model training. Online data are collected automatically in real-time, which are used for online application of the trained model, such as anomaly detection of KPIs. Label data are collected by labeling tools and used to train supervised machine learning algorithms or improve the algorithm performance. For example, the operation expert can label each data point of a KPI whether anomalous. Then, these label data can be used to train an anomaly detection model. The collected original data are managed with an extract-transform-load (ETL) process, producing the dimensional data, merged data, topic data or training data. Dimensional data are produced from original data according to different perspectives, for example, KPIs could be classified into accessibility indicators, retainability indicators, mobility indicators, etc. The original data could be merged spatially or temporally, for example, the cell-level KPIs are merged into sub-network level. Original data could be organized into topic data according to application scenario, for example, traffic flow data are used to network traffic monitoring. Training data are the final processed data that are able to calibrate the ML algorithms.

2) Engine Layer.

The engine layer provides a number of common engine modules for the upper application layer. The batch computing engine processes the off-line and high volumes of data, and the data often spread a wide period of time. A famous technology used for batch computing is the Hadoop MapReduce. The streaming computing engine is suitable for processing data in
real-time, usually used for the computing of online ML models after they have been trained off-line. The training engine supplies a framework with training ML models. It defines several standard steps to train a ML model, such as data normalization, feature extraction, feature selection, model training, and post-processing. The rule engine and inference engine can be used to build expert systems, which are essentially composed of two sub-systems: the knowledge base and the inference engine. Both forward chaining and backward chaining reasoning modes are available in such a engine. The workflow engine provides tools for managing the processes of developing a ML application. It facilitates the organization of such modules as the data reading module, data preprocess module, training module, and online testing module. The engine layer can include other engine types, which are not showed here.

3) Model & Semantic Layer.
The model & semantic layer provides several abstract models and basic libraries to fulfill an end ML application. The network element (NE) model defines several explicit mathematical models of individual wireless network modules, for example, the communication model in physical layer, the device parameters of some physical components, the exact relationship between some KPIs, and the network topology of different elements. The metadata model is adopted to define some general concepts when a set of objects share the same attributes, operations, relations, and semantics. For example, a time series metadata model is formulated to represent all those data (KPIs/ KQIs) of time series nature. The metadata model should define several common attributes: sampling frequency, time-range, period, sampling value, time-stamps, and etc. The expert rule library collects a number of rules defined by O&M experts. These rules can be used as input to ML algorithms or to improve the performance of the algorithm. For example, the experts can define the correlation of some alarms, for instance, one KPI is the root cause of another KPI. The algorithm library collects plenty of ML algorithm modules used for developing ML applications. As mentioned above, the ML algorithms include SVM, HMM, RF, ICA, PCA, K-means clustering, and so on.

4) Application Layer.
The application layer includes a number ML applications developed for facilitating the intelligent O&M of wireless network. These applications are produced by utilizing the components from the lower layers. They are usually developed case by case, to solve practical O&M problems and should be easily used by operation personnel. TopN analysis application would automatically show the top-n cells whose QoS are poor, such as with a high drop call rate, low connection rate, and low paging success rate. The TopN analysis is one of the most common functions for network maintenance. Its automation can significantly reduce the load of an O&M engineer. The anomaly detection application is used for automating the process of fault detecting in the network. For example, whether abnormal in each point of a KPI can be detected depends on dynamic threshold technology. Comparing with the static threshold configured by manner, a ML-directed dynamic threshold has the potential to improve detection accuracy and efficiency. Root cause analysis could be used for automatic association or correlation analysis between different events and detect the root cause, like an alarm or a detected KPI anomaly. The root cause analysis is critical for fault diagnosis and fault recovery. Prediction analysis is useful for QoS/QoE or other variable prediction according to historical and current state of the network. It is a critical step toward proactive operation of the system with possible applications like fault prediction, load balance, and capacity plan, consequently reducing the fault rate and increasing the resource utilization. It is worth noting that here only a few examples are enumerated and many other applications would be developed according to different requirements.

3 Use Cases
The aforementioned framework illustrates a unified solution for implementing an O&M operation system. In this section, two use cases will be described in detail, demonstrating the ML algorithms developed for anomaly detection and anomaly diagnosis with KPIs. They are the example functions of the anomaly detection application and root cause analysis application in Fig. 2.

3.1 Anomaly Detection with KPIs
The KPI anomaly detection is quite important for network maintenance. Due to the complexity of a 5G network that contains numerous radio nodes and other components, there are a huge amount of KPI data to be monitored, which may be time consuming, error-prone and even impossible. An ML-based anomaly detection method is proposed in this paper, as shown in Fig. 3. It is essentially composed of three modules: anomaly detection, anomaly scoring, and feedback modules. The anomaly detection model and scoring model are trained with off-line data, using the batch computing engine and training engine in Fig. 2. Then, the KPIs data are detected online based on the streaming computing engine. The KPI data point whose anomaly score is higher than a predefined threshold will be noticed to the O&M engineer and the engineer can label it whether abnormal, providing feedback to the training module to improve the algorithm performance.

The KPIs represent varied characteristics because of the diverse characteristics of network modules. For example, some KPIs show periodicity while others do not; some KPIs have trend, while the other KPIs are stable. A two-stage modeling method is proposed in this paper to deal with the huge challenge for comprehensive modeling of all kinds of KPIs. As shown in Fig. 4, the first stage is the classification stage, where a time series clustering algorithm is formulated to classify the KPIs based on their structure characteristics. In the second
stage, the module selects an appropriate time series model for each KPI category, predicting the normal baseline at each time point for a KPI. A value would be denoted as anomaly if it exceeds the baseline of the online detection.

The time series clustering method based on structural features has been introduced in [12], which proposed a hierarchical scheme to reduce the complexity of clustering. Firstly, the time series are classified into two main categories: the significant periodicity and non-significant periodicity, based on Fourier transformation. Secondly, the k-means algorithm is used to cluster the time series in each main category based on seven features extracted from the KPI series. In the first stage, the frequency amplitude spectrum of a KPI is calculated by discrete Fourier transformation (DFT) as follows:

$$|F[k]| = \left| \sum_{n=0}^{N-1} x(n)e^{-\frac{2\pi nk}{N}} \right|, \quad 0 \leq k \leq N - 1.$$  

We denote the maximum, mean and standard deviation of the amplitude spectrum as $|F_{\text{max}}|, |F_{\text{mean}}|$ and $|F_{\text{std}}|$. If satisfying $|F_{\text{max}}| > |F_{\text{mean}}| + c \cdot |F_{\text{std}}|$, where c is a predefined coefficient larger than 3, the KPI would be classified as significant periodicity, otherwise non-significant periodicity. Please refer to [12] for the more detailed descriptions of the clustering process.

When a KPI is classified, a suitable time series model will be selected according to its characteristic. There are a number of candidate models available, such as density estimation, Olympic model, regression model, Holt-Winters model, and auto-regressive integrated moving average (ARIMA) [13]. For example, if a KPI contains trend and periodicity, the Holt-Winters model is able to model it as following:

$$l_i = \alpha(x_i - s_{i-m}) + (1 - \alpha)(l_{i-1} + b_{i-1})$$
$$b_i = \beta(l_i - l_{i-1}) + (1 - \beta)b_{i-1},$$
$$s_i = \gamma(x_i - l_{i-1} - b_{i-1}) + (1 - \gamma)s_{i-m}$$

(2)

where $l_i, b_i, s_i$ are the level component, trend component and seasonal component respectively, and $m$ is the period of time series. The forecasting value at $h$ step would be:

$$\hat{x}_{i+h} = l_i + hb_i + s_{i-m+h},$$

(3)

where $h_{\alpha} = [(h-1)\mod m] + 1$. When the prediction value and fitting errors in historical data are calculated, the normal baseline could be formulated as:

$$\hat{x}_{i+h} = \hat{x}_{i+h} - z_{1-\alpha/2}\sigma_H$$
$$\hat{x}_{i+h} = \hat{x}_{i+h} + z_{1-\alpha/2}\sigma_H$$

(4)

where $z_{1-\alpha/2}$ is the $1 - \alpha/2$ percentile of standard Gaussian distribution and $\sigma_H$ is the standard deviation of fitting errors in historical data. A common used value for $\alpha$ is 0.003. Fig. 5 is an illustration of the computed thresholds for a KPI.

The other types of KPI can be modeled by other time series models. For example, the data with significant randomness could be modeled by density estimation, rather than the Holt-Winter model.

The anomaly scoring model is critical for reducing the false alarm and can facilitate the O&M engineer to focus on important events. The detailed algorithm would not be demonstrated.
in the paper for the sake of space limit is a planning research topic in the future.

3.2 Anomaly Diagnosis with KPIs

When a KPI anomaly is detected, it is quite worthy to define the root causes for rapid fault recovery. Fig. 6 depicts the anomaly diagnosis method developed in this paper, which combines a rule-based diagnosis module and a ML-based diagnosis module to handle a wide range of scenarios.

As shown in Fig. 6, when the detected anomaly is a known fault that can be explicitly diagnosed by predefined expert rules, the rule-based diagnosis module could define the root causes according to related information, such as the NE model in Fig. 2, which contains the network topology, the exact mathematical function between the KPI and related counter indicators (counter indicators are more basic performance data, comparing to KPIs), and expert rule library. The rule-based module can generally output exact rule causes and provide direct execution suggestion for recovering.

When the detected anomaly is an unknown fault, the ML-based diagnosis module would define the root causes by using the partial least squares regression (PLS) algorithm as proposed in this paper. The PLS has been used in multivariate monitoring of processing operating performance, which is almost in the same way as PCA-based monitoring [14]. Instead of only finding hyper-planes of maximum variance for independent variables, PLS finds a linear regression model by projecting the response variables and the independent variables to a new space. Compared to standard linear regression, PLS regression is particularly suitable when the dimension of response variables is more than independent variables and when there is multi-collinearity among independent variables. As illustrated in Fig. 7, when an abnormal KPI is detected, PLS models the KPI as a response variable and the correlated counter indicators as independent variables. Following the PLS modeling, the contribution analysis is conducted to find the top root counter indicators.

Denoting the data matrix of correlate counter indicators as X and the matrix of a KPI as Y, the PLS model between X and Y can be formulated as:

\[
\begin{align*}
X &= TP^T + E \\
Y &= UQ^T + F,
\end{align*}
\]

where T and U are projections of X (the X score, component or factor matrix) and projections of Y (the Y scores), respectively; P and Q are orthogonal loading matrices; and matrices E and F are the error terms. As the PLS model has only one response KPI, the PLS1 algorithm can be used for estimating the T, U, P and Q. And then, a \( T^2 \) statistic is used to represent the model status at each observation x as in [14]:

\[
T^2 = \|\Gamma x\|^2,
\]

where \( \Gamma = (RA^{-1}R)^{1/2} \), \( \Lambda = \frac{1}{n-1}T^T T \) and \( R \) is the rotation matrix for X. The contribution of the \( i \)-th independent variable, i.e., counter indicator, to the \( T^2 \) statistic is calculated as:

\[
C(T^2,i) = \| y_i x_i^T \|,
\]

where \( y_i \) is the \( i \)-row of \( \Gamma \). The total contribution of the \( i \)-th counter indicator to the variation of the KPI can be calculated as the sum of \( C(T^2,i) \) from \( n \) observations. The contributions of all counter indicators are sorted, and the top-\( n \) counter indicators are output as the root causes of the anomaly KPI. Fig. 8 shows an experimental example, illustrating the contributions of 60 counter indicators to an anomaly KPI, downlink (DL) IP Throughput. The O&M expert confirms that the top counter indicator, C373597010:DL Used Control Channel Element (CCE) Average Number, is useful for the anomaly diagnosis, demonstrating the effectiveness of the proposed algorithm.

4 Conclusions

The research of intelligent O&M has attracted extensive in-
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interest for IT system in recent years, which is known as AIOps [15]. However, this topic is relatively less discussed in wireless networks. As the evolution of wireless networks and the emerging of 5G, the networks become more complicated, emphasizing the disadvantage of manual operation and the desire to automate O&M process with intelligent analysis to handle such a challenge. In this paper, we try to formulate an intelligent operation system based on the layering concept, resulting in a flexible, scaling and manageable framework. And then, two practical use cases, the anomaly detection with KPIs data and the anomaly diagnosis of KPIs data, are studied based on the framework. A two-stage time series modeling method is proposed to construct the anomaly detection model, and a mixed scheme is proposed to the anomaly diagnosis. The real data experiments demonstrate the effectiveness of the proposed method, thus encouraging the further research for intelligent operation with ML technology. In the future, we would develop more use cases to resolve other operation issues in wireless network, for example the top-n cells analysis, the automated log analysis, the prediction analysis, and the optimal parameters configuration.
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Figure 8. An experimental example of partial least squares regression (PLS) method for root cause analysis.
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Abstract: The emerging technology of multi-tenancy network slicing is considered as an essential feature of 5G cellular networks. It provides network slices as a new type of public cloud services and therewith increases the service flexibility and enhances the network resource efficiency. Meanwhile, it raises new challenges of network resource management. A number of various methods have been proposed over the recent past years, in which machine learning and artificial intelligence techniques are widely deployed. In this article, we provide a survey to existing approaches of network slicing resource management, with a highlight on the roles played by machine learning in them.
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1 Introduction

As an emerging technology, network slicing is believed to be a key enabler and essential feature of the fifth generation (5G) cellular networks. Proposed by the Next Generation Mobile Networks (NGMN) Alliance as an end-to-end (E2E) concept, network slicing is involved across the radio access network (RAN) and the core network (CN). It refers to operating and maintaining multiple logically independent virtual telecommunication networks on the top of a shared physical infrastructure, in order to provide enhanced heterogeneity, flexibility, scalability, profitability and security of future network services. This requires both the network resources and network functions to be highly countable, divisible and isolatable, which can be realized by the modern network function virtualization technologies.

Since its first proposal, network slicing has triggered extensive research interest in various topics in the broad scope of wireless networking. This includes network architecture design, E2E slice orchestration and management, slice blueprint design, slice lifecycle management, RAN virtualization, network resource management, slice isolation, mobility management, and cyber-security in network slicing.

In this article, we focus on the problems of resource management in network slicing, attempting to address the most significant challenges in this area and provide a timely and comprehensive survey to the state of the art. Especially, we will show how machine learning and artificial intelligence are applied to assist the resource management in sliced wireless networks.

2 Network Slicing and Multi-Tenancy Networks

2.1 Sliced 5G Network: Heterogeneous Services and Heterogeneous Requirements

The concept of network slicing refers to creating and maintaining multiple independent logical networks, i.e. “network slices”, on the top of a shared physical network infrastructure. Every instance of the network slice, according to the definition of NGMN [1], is defined by a set of network functions and the resources to run them. These network functions and resources form a complete instantiated logical network, to meet certain network characteristics required by the service instance(s), which is realized within or by the network slice. Different network slice instances can be, fully or partially, physically or log-
ically, isolated from each other in the perspectives of control, traffic, resources, etc. Furthermore, each slice instance can be individually tailored to fulfill the requirements by its service instance(s).

The feature of individual slice specification in network slicing plays a critical role in future 5G networks, due to the high heterogeneity of different 5G service types, i.e., enhanced mobile broadband (eMBB), massive machine type communications (mMTC), and ultra-reliable and low-latency communications (URLLC) [2]. These services generally have different requirements for technical performance, each being extreme in a different aspect, e.g., throughput, access capacity, and latency, as shown in Fig. 1. This implies highly heterogeneous specifications of resources and network functions for different types of slices. Indeed, even for a certain type of 5G service, the resource requirement can also vary from one service instance to another. Aiming at fulfilling the requirements of heterogeneous service instances simultaneously, the classical one-size-fits-all architecture that has been deployed in legacy Long Term Evolution/Long Term Evolution-Advanced (LTE/LTE-A) networks exposes significant lacks of flexibility and scalability, which can lead to low resource efficiency and therewith an unaffordable resource cost. Network slicing, in this context, has become an essential enabler of 5G networks.

2.2 Slice-as-a-Service: a New Public Cloud Environment

In addition to the enhancement of resource efficiency, network slicing also makes it possible to decouple the provisions of wireless network infrastructure and network services. Instead of running and maintaining the network services by themselves, mobile network operators (MNOs) can lease network slices to multiple network slice tenants upon their requests. The tenants are therewith able to create network services and deliver them to the end customers without possessing their own network infrastructure, as illustrated in Fig. 2. The quality of service (QoS) of a leased slice is guaranteed by a service level agreement (SLA) between the MNO and the tenant, which defines the cost rate, the required minimal performances, and the penalty in case of SLA violation. This multi-tenancy network architecture introduces a new business mode that the network slices are provided as an emerging public cloud service, which is known as “slice-as-a-service” (SlaaS) [3].

Despite of the similarity in many aspects to classical public cloud environments such as software-as-a-service (SaaS), platform-as-a-service (PaaS) and infrastructure-as-a-service (IaaS), SlaaS is distinguished from them in the complexity of resource management due to the heterogeneity of network slices, while the service instances in classical cloud environments are generally homogeneous. This challenges the efficient deployment of SlaaS and has triggered dense interest of research in recent years.

3 Resource Management in Network Slicing

3.1 Classification of Approaches

In an architectural perspective, efforts that have been made towards efficient resource management in sliced networks can be generally classified into two categories: the slice admission control and the cross-slice resource allocation (Table 1).

The former one consists of methods focusing on the issue that the limited resource pool of a MNO may be overloaded by an overwhelming amount of tenant requests for slices, whereby the MNO has to select some requests for acceptance while declining the others. It has been demonstrated that the policy of such selection, a.k.a. the slice admission strategy, has a dominant impact on the overall resource efficiency and utilization rate of sliced networks. Advanced methods are therefore proposed to find the best strategy, in order to optimize the long-term overall network performance statistically.

Approaches in the latter class, in contrast, concentrate on the active slices that have already been created and leased to tenants. The real-time traffic load of every individual slice is
Table 1. A summary of existing works on resource management in network slicing

<table>
<thead>
<tr>
<th>Reference</th>
<th>Slice Admission Control</th>
<th>Cross-Slice Resource Allocation</th>
<th>Policy-based</th>
<th>Auction-based</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>[4]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>User admission control on every individual slice according to tenant-specific policies to allocate resources cross slices</td>
</tr>
<tr>
<td>[5]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Policy-based user admission control and user dropping on every slice to guarantee QoS; auction-based intra-slice resource allocation among users; budget-based inter-slice resource allocation. Dynamic cross-slice resource allocation not considered</td>
</tr>
<tr>
<td>[6]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Grouping users according to behaviors and social relationships; bio-inspired methods to update the groups; policy-based cross-slice resource allocation according to group status</td>
</tr>
<tr>
<td>[7]</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Uniformed slice size, binary slice admission control according to the active slice set, genetic algorithm to optimize the policy</td>
</tr>
<tr>
<td>[8]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Deep Q-learning assisted allocation policy optimization</td>
</tr>
<tr>
<td>[9]</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>A Markov model for policy-based slice admission control</td>
</tr>
<tr>
<td>[10]</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Jointly optimizing the base station bandwidth and the backhaul capacity as a bi-convex problem</td>
</tr>
<tr>
<td>[11]</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Non-cooperative auction among slices for network resources, implemented with OpenFlow</td>
</tr>
<tr>
<td>[12]</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Q-learning assisted slice admission control policy optimization</td>
</tr>
<tr>
<td>[14]</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>A two-level slicing mechanism with 1) a price competition among network chunks to determine resource prices and 2) an auction mechanism to allocate resources among slices</td>
</tr>
<tr>
<td>[15]</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Optimizing the resource price function to maximize the total profit of slices / the net social welfare of network</td>
</tr>
<tr>
<td>[16]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Empirical investigation on the diversity gain in SlaaS</td>
</tr>
<tr>
<td>[17]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Sharing RAN resources among users according to both base station assignment and slice assignment. User admission control on every slice to shape traffic and guarantee the QoS</td>
</tr>
<tr>
<td>[18]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Splitting the policy optimization problem into two sub-problems, one from the MNO’s perspective to maximize the revenue and the other on (every) tenant’s side to minimize the cost. A distributed optimization is therefore achieved through a game-fasion iteration of price updating. Both resource constraints and service fairness are taken account of</td>
</tr>
<tr>
<td>[19]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Optimizing the RAN resource allocation policy taking into account of the resource-partitioning problem</td>
</tr>
<tr>
<td>[20]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>A two-layer framework merging slice admission control and cross-slice resource allocation</td>
</tr>
<tr>
<td>[21]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Allocating users to subcarriers across different MVNOs to maximize the overall network profit, assuming the cost proportional to both power and bandwidth</td>
</tr>
<tr>
<td>[22]</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Multiple queues for different slice types, taking into account impatient behavior of tenants</td>
</tr>
<tr>
<td>[23]</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Dynamic resource allocation based on deep neural network assisted traffic prediction. Data-driven black-box optimization</td>
</tr>
<tr>
<td>[24]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Optimizing RAN resource allocation among slices and non-sliced network, where admissions to slice requests are controlled w.r.t. the demanded resource efficiency</td>
</tr>
<tr>
<td>[25]</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Modeling MNO’s revenue under policy-based slice admission control, analyzing the construction of optimal policy</td>
</tr>
<tr>
<td>[26]</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Studying the rational behavior of impatient tenants in policy-based slice admission control with multiple queues</td>
</tr>
</tbody>
</table>

MNO: mobile network operator  
MVNO: mobile virtual network operator  
QoS: quality of service  
RAN: radio access network  
SlaaS: slice-as-a-service

 universally time varying, exhibiting stochastic dynamics. This phenomenon, known as the slice elasticity, enables the MNO to overbook slices to tenants for a diversity gain that improves the resource efficiency and overall revenue. To realize slice overbooking and jointly maximize the short-term performance of all active slices, it calls for methods that efficiently share network resources among slices in a real-time and dynamic fashion.

On the other hand, in perspective of the decision making mechanism, for both the admission control and cross-slice resource allocation, there are two types of approaches available: 1) policy-based decision and 2) auction-based decision (Table 1).

In policy-based approaches, the MNO provides a standard list of prices for slices (in case of admission control) or resources (in case of cross-slice resource allocation), which is consistent for all tenants, and the decision of admission/allocation is made according to the MNO’s resource management policy under the current system state. In case of admission control, the system state information usually consists of the amount of idle resources, the set of current active slices, and the queuing status of awaiting requests. In case of cross-slice resource admission, on the other hand, such information usually refers to the resource pool size, and the set of current active slices along with their instantaneous resource demands and utility rates.

In auction-based approaches, the MNO does not provide universal prices, but only a list of available slices/resources. Instead, the tenants shall propose their own bids for their requested slices/resources. These bids are periodically collected and evaluated by the MNO, and the winner(s) of the auction will be granted the requested slices/resources. To guarantee a minimal revenue of operating the network infrastructure, lowest bids are
universally required by the auction-based approaches.

3.2 Key Challenges

A main and generic challenge for policy-based methods for network slicing resource management is the high computational complexity. On one hand, for both admission control and cross-slice resource allocation, the utility function is generally non-convex with regard to the MNO’s policy, eliminating any analytical solution of the global optimum. On the other hand, numerical solvers are also challenged by the complexity of the problem. Policy-based admission control problems, no matter with or without queuing mechanism, are binary programming problems where the MNO’s decision is always either “0” for decline or “1” for admission. The policy-based cross-slice resource allocation problems, in comparison, are integer programming problems, where the amount of resource allocated to an arbitrary slice is always integer times of some atomic resource block. Both the problems are known to be NP-hard, leading to an unaffordable computational effort to optimize the policy through exhaustive search.

In comparison to policy-based methods, auction-based approaches are proven effective to reduce the computational complexity significantly. However, it generally requires a careful design of the auction mechanism and strict regulations, in order to mitigate drawbacks and risks that intrinsically root in the procedure of auction itself, such as multi-round auction overhead, biased bidding, and cheating [27], [28].

Additionally, although slice overbooking and cross-slice resource allocation allow the MNO to benefit from the load-driven elasticity of network slices, they also lead to risk of overloading the shared resource pool when traffic peaks simultaneously occur across multiple slices. In this case, the MNO becomes incapable to deliver guaranteed QoS to all active slices and therefore have to violate some SLAs, which implies paying penalty to the involved tenants. Such a risk must be taken into account as part of the opportunity cost of maintaining slices. In an extreme case, the opportunity cost of accepting a request for new network slice instance may overwhelm the revenue generated by the corresponding slice, and therefore the greedy strategy fails in admission control.

On the other hand, being too conservative in admission control also leads to the MNO’s loss, due to a two-fold reason. First, it naturally implies a low resource utilization rate and low revenue. Second, since the tenants’ need for slices does not simply vanish, the declined requests will usually be either reissued later, or buffered in a queue for delayed admission. No matter which design is used, under a low admission rate, declined requests will stack to cause serious congestions, and therefore significantly raise the average delay between the issuing and the admission of a request. As we have indicated in [22], after being awaiting for too long time, tenants will eventually lose their patience and interest in the MNO’s service. In a competitive SlaS market, such situation can probably lead to permanent loss of tenants.

Aiming at an optimal balance between the resource feasibility and the admission rate, the MNO must have a deep understanding in tenant behavior. This includes the characteristics of both active slices (e. g., load dynamics, lifetime distribution, etc.) and tenant requests (e. g., arriving rate, impatience, etc.). This not only calls for accurate models, but also further raises the computational complexity.

4 Machine Learning and Artificial Intelligence Methods

4.1 Reinforcement Learning

Since policy-based network slicing resource management procedures are typically Markov decision processes (MDPs) where a policy maps every specific system “state” to a corresponding “action” and therewith generates a “reward”. In network slicing resource management problems, the reward function is generally non-convex over a huge policy space, as proven in [9]. Therefore, in this field people commonly choose to rely on Reinforcement Learning (RL), which is known for its high efficiency and convenient implementation in solving Markov decision problems.

A pioneering attempt of deploying RL to optimize the network slicing policy was given by [12], where the authors have demonstrated that their Q-Learning solver can efficiently approximate the optimal slice admission policy that maximizes the MNO’s revenue and significantly outperform the benchmark of random policies. In comparison to the value iteration method that guarantees to achieve the optimum, the Q-Learning method is capable to be executed in an online learning fashion with a much more reasonable computational cost, with only a tradeoff of slight reduction in the revenue. Furthermore, RL algorithms can be designed model-free by appropriately selecting the reward functions, which makes them much more robust against imperfect estimations of the slicing statistics, as also demonstrated in [12].

The authors of [20] attempted to apply RL for cross-slice resource allocation, which they called cross-slice congestion control. Aiming at this, they have proposed a framework where the real-time slice elasticity is realized upon requests of every existing slice for the grant of more resource and the MNO makes policy-based decisions with regard to both the current resource availability and the slice priorities. In this way, the cross-slice resource allocation task is accomplished by an admission-control-like mechanism, where a Q-Learning method is proven to bring a significant gain in slice elasticity.

Cross-slice resource allocation was achieved in a more straightforward manner in [8], where the authors defined an “action” of the system as a specific allocation of radio resource to all existing slices instead of a binary decision like in slice admission. This design simplifies the system design, but leads to a significantly huger policy space and a high non-linearity of the reward function about the action. To cope with this issue,
the authors adopted deep neural networks, as we will introduce later in Section 4.2.

4.2 Artificial Neural Networks

As the most important part of modern artificial intelligence technologies, artificial neural networks (ANN) are known to be efficient in modeling non-linear systems. This can be used to enhance RL methods into deep reinforcement learning (DRL) methods, such as the deep Q-Learning method reported in [8].

Another common application of ANN is the model estimation and prediction of complex non-linear processes. The authors of [23] have given a typical example of ANN-based prediction in the field of network slicing resource management. In this work, they stacked three layers of three-dimensional convolutional neural networks (3D-CNN) to compose an encoder, which is cascaded with a decoder implemented by multi-layer perceptrons (MLPs). This encoder-decoder structured cognitive network is proven capable to predict service capacity requirement in a data-driven fashion with high accuracy, which helps the slice orchestrator to make decisions in slice admission control and cross-slice resource allocation. In contrast, legacy methods are only able to predict the mean traffic.

4.3 Evolutionary Algorithms

There are various methods, which rely on statistical evolutions based on learning from the system feedbacks to random strategies. They are commonly referred to as evolutionary algorithms, which is an important category of machine learning techniques.

One example of evolutionary algorithms’ application in cross-slice resource allocation is given by [6], where the social relationship between different users attached to multiple network slices are updated in a dynamic and evolutionary manner. Based on these social relationships, users are clustered into groups in such a way that all users in the same group have similar characteristics in service requirement. This process helps in degrading and simplifying the complex model of resource requirement in a large-size sliced network, and therefore supports to optimize the resource allocation strategy.

In context of slice admission control, on the other hand, we have shown in our previous work [7] the effectiveness of genetic algorithms (GAs). By encoding every slice admission policy into a chromosome, i.e. a binary sequence, and applying a classical GA on a population of randomly generated chromosomes, it will recursively generate new generations of chromosomes (policies) that statistically converge towards an optimum. Furthermore, by manually introducing (an arbitrary) benchmark policies into the first generation, this GA-based mechanism is guaranteed to outperform the benchmark. It also shows good robustness against dynamic environments.

4.4 Distributed Learning

While all the aforementioned cases generally invoke a centralized learning process, some efforts have been made to distribute the learning process over different participators in the network slicing process, i.e. the mobile network operator and different tenants/slices, in order to reduce the computational complexity.

A typical example is [11], where a RL process is executed simultaneously at every bidder (slice) to recursively update its bid for network resources. This so-called Exponential Reinforcement Learning (XL) algorithm is proven to converge to the unique Nash equilibrium of the auction game.

Similarly, the authors of [18] decomposed the cross-slice resource allocation problem into a revenue-maximizing problem of the MNO and a cost-minimizing problem of every slice. This sets up a game where a distributed evolutionary algorithm converges to the equilibrium.

Another instance is provided by [21], which invokes the famous Binary Particle Swarm Optimization (BIPSO) algorithm, which allows to jointly update the resource assignments to different users in a distributed cross-learning manner, i.e. in each iteration, the resource assignment to every specific user will be updated according to the resource assignments to other users in the last iteration. Such iterative update continues until the utility requirement is satisfied. The authors have shown that the BIPSO is computationally efficient in solving the policy-based cross-slice radio resource allocation optimization problem.

5 Future Challenges

Beyond the successes that have already been made, there are still many open issues and potentials for further successes of machine learning in the field of network slicing resource management, as we will name some of them below.

5.1 AI-Enhanced Optimization in More Complex Admission Control Scenario

As it has been pointed out, complex features of slices/tenants, such as elasticity [20] and impatience [22], will lead to challenges in modeling their behavior, even under ideal assumptions such as Poisson arrivals of traffic/service requests. In realistic scenarios, the request arrivals and slice/resource release are usually non-Markovian. This calls for a deeper understanding in the system behavior and better policy optimizers, which shall be provided by a better integration of artificial neural networks with RL methods, like the authors of [23] have done.

5.2 Cooperative Game with Distributed Learning

While existing applications of distributed learning in this field generally consider non-cooperative games where the Nash equilibriums are achieved, there is a great potential to adopt the concept of cooperative game, where tenants/slices can learn to make decisions in an organized and cooperative way, in order to maximize the global social welfare instead of their own interests. In this way, a Pareto optimum can be expected.
instead of the Nash equilibrium.

6 Conclusions
In this survey, we have discussed the resource management problem in multi-tenancy network slicing, introduced different types of approaches in this field, and extensively reviewed the existing works. Especially, we have shown how the modern techniques of machine learning and artificial intelligence could be applied in this field, and have named some open issues for potential future work.
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Abstract: The emerging unmanned aerial vehicle (UAV) technology and its applications have become part of the massive Internet of Things (mIoT) ecosystem for future cellular networks. Internet of things (IoT) devices have limited computation capacity and battery life and the cloud is not suitable for offloading IoT tasks due to the distance, latency and high energy consumption. Mobile edge computing (MEC) and fog radio access network (F-RAN) together with machine learning algorithms are an emerging approach to solving complex network problems as described above. In this paper, we suggest a new orientation with UAV enabled F-RAN architecture. This architecture adopts the decentralized deep reinforcement learning (DRL) algorithm for edge IoT devices which makes independent decisions to perform computation offloading, resource allocation, and association in the aerial to ground (A2G) network. Additionally, we summarized the works on machine learning approaches for UAV networks and MEC networks, which are related to the suggested architecture and discussed some technical challenges in the smart UAV-IoT, F-RAN 5G and Beyond 5G (6G).

Keywords: unmanned aerial vehicle; machine learning; F-RAN; edge computing

1 Introduction

In the recent past, cellular technologies have become more dynamic and improved the network infrastructure to the satisfaction of end users. There are a number of ultra-dense heterogeneous devices from individuals and organizations, which are always generating and storing a huge amount of data via sensors (edge Internet of Things (IoT) devices) and applications [1]. When the massive Internet of Things (mIoT) devices emerge, the data generated by various sensors will increase exponentially. Due to the huge volume of the data produced and different forms of conventional databases (with structured and unstructured data), big data analysis has attracted much attention in recent years and many organizations have focused on the analysis of collected data to extract useful data for making appropriate decisions [2]. The data generated from billions of heterogeneous IoT sensors are sent to the cloud for processing computing tasks, with a high cost of processing delay and energy consumption. However, some IoT sensors data need to be processed faster than the current processing capability of clouds. To solve this problem, fog and edge computing (FEC) is proposed to enable computing tasks processed at the network edge of IoT [3] – [5]. Edge computing is a new emerging paradigm to solve IoT computation and resource allocation problem in localized manner [5]. Fog computing is decentralized computing paradigm, where a number of smart devices which have a computational capacity are utilized [6], [7]. In this paradigm, key issues were discussed about the requirement and deployment of fog connectivity environment due to the existence of ultra-dense heterogeneous devices. Several technical issues on fog computing such as deployment, simulation, resource management, fault tolerance and services have
been studied in [6], [8]–[13]. Even though fog computing and edge computing both move the computation and storage to the edge of the network, closer to end-nodes, their paradigms are not identical [14]. The rapid development of diverse mIoT devices such as wireless sensors, smart machines, and mobile users’ applications enable the users to enjoy high quality of experience (QoE) and high quality of service (QoS) [5], [15], [16]. However, most of these applications are delay sensitive or real-time applications, which need high computational capacity. The edge devices could not compute each task due to the limitation of battery and low computation capability, so it is difficult for them to implement these applications [17]. The FEC can compute tasks of IoT devices and interplay with the cloud server to provide better QoS and QoE to end users. Some works were done on computation offloading to mobile edge computing (MEC) servers and on resource allocation of the IoT devices to maximize network performance and optimize the problem in ultra-dense heterogeneous network [18]–[20]. For ultra-dense IoT network system, a game theory computation offloading framework was designed in [21] and [22], to minimize the overall computation overhead of the task on edge IoT devices.

Radio access network (RAN) provides connectivity to the wireless terminals through wireless access points (base stations) and may use one or more radio access technologies (RATs). The fog radio access network (F-RAN) is composed of F-RAN nodes connected through a single or multiple RATs. The F-RAN has a unique feature better than the cloud radio access network (CRAN) and heterogeneous cloud radio access network (H-CRAN), which helps maximize the use of edge IoT devices of the network and improve network management and optimization mechanisms [5], [23], [24].

Based on the report from Federal Aviation Administration (FAA) [25], the fleet of drones will be more than doubled from estimated 1.1 million vehicles in 2017 to 2.4 million units by 2022. Benefiting from connecting unmanned aerial vehicles (UAVs) to cellular networks for better control and communications, the growth of the UAV market is expected to bring new promising business opportunities for cellular operators. Millions of UAVs have been used to perform various services such as public protection, disaster relief operation, surveillance applications, traffic management, commercial services, extending the cellular-network coverage to remote areas, and acting as flying base stations [26], [27]. The Third Generation Partnership Project (3GPP) is exploring the challenges and opportunities for serving UAVs as a new type of User Equipment (UE), called aerial UE. UAVs can facilitate the development of IoT ecosystems for mIoT applications [28]. UAVs will be the future of IoT because UAVs, at the beginning, efficiently replace the connected sensors at rest with one device that is deployable to different locations, capable of carrying flexible payloads, re-programmable in mission, able to measure anything from anywhere, easily deployed, and cost effective. In recent years, a number of works have been done on either UAVs networks or their integration with cellular networks. Those works focused on computation offloading, maximization of energy efficiency, optimization of UAV trajectory and path planning, throughput maximization of UE in UAV network, and terrestrial heterogeneous devices.

The authors of [29] summarized the journey of machine learning in the last thirty years and the roles machine learning played in the next-generation wireless network (NGWN) as a road for achieving the ambitious goal of NGWN and as a tool for managing the network complexity. The authors of [30] emphasized the role of diverse machine learning algorithms in different key issues of networking across different network technologies. Machine learning techniques are applied for fundamental problems in networking, including routing and classification, traffic prediction, congestion control, QoS and QoE management, resource and fault management, and network security. In [31], the authors studied the advanced machine learning application in wireless communication for mobility management in the network layer, resource management in the MAC layer, and networking and localization in application layer. The paper [32] discussed the future cellular networks or wireless networks which support ultra-reliable and low-latency communications, as well as the intelligent management for mIoT devices in dynamic environment. Deep reinforcement learning (DRL) approaches for cellular networks, next generation wireless networks and self-organization cellular networks were reviewed in [29]–[34]. Recently, DRL has become one of the mostly popular machine learning algorithms for edge computing resource management and a suitable optimization technique for radio access networks. DRL has recently been used as an emerging tool for effectively solve various problems and challenges in modern networks that are more decentralized, ad-hoc, and autonomous in nature, such as heterogeneous networks (HetNets), IoT, vehicle to vehicle (V2V) system, machine to machine (M2M) system, vehicle to everything (V2X) system, self-organization cellular networks, and UAV networks [31].

Different non-deterministic polynomial-time hardness (NP-hard) problems of UAV networks and UAV connected cellular networks were optimized by adopting traditional optimization techniques [35]–[38], [40]–[43]. However, traditional optimization techniques are difficult to be applied for complex network infrastructure and not suitable for the current and future intelligent wireless networks. Recently, machine learning algorithms have been used to easily optimize different problems in UAV networks and UAV connected cellular networks [63]–[66], [68], [69]. However, there are still challenges to using machine learning algorithms for UAV networks which assist the mIoT, public safety communication (PSC), and edge computing.

The main contributions of this work are summarized as follows:

- We suggest a new orientation with UAV enabled F-RAN ar-
chitecture. This architecture adopts the decentralized DRL algorithm for edge IoT devices, which enables decision independently made for offloading, resource allocation, and association in the A2G network.

We summarize the works on machine learning approaches for UAV networks and MEC networks, which are related to the suggested architecture.

We discuss some technical challenges in the smart UAV-IoT, F-RAN 5G, and BSG (6G).

The rest of the paper is organized as follows. We provide a brief overview of UAV in wireless cellular networks and the use of UAV for emergency situation and computation offloading in Section 2. In Section 3, we review machine learning and its classification. In Section 4, we present our orientation with UAV-enabled F-RAN in MEC, which adopts the machine learning algorithm. In Section 5, we present the works on computation offloading and resource allocation using DRL in MEC and UAV networks. In Section 6, we discuss technical challenges and future research directions of intelligent UAV enabled F-RAN at the edge level. We conclude the paper in Section 7.

2 UAV in Wireless Cellular Networks

Currently, the use of flying UAV platform is popular; this rapidly growing technology has attractive attributes such as mobility, flexibility, and adaptive attitude, and has key potential applications in wireless system. UAVs can be used as aerial base stations (ABS) to enhance coverage, capacity, reliability, and energy efficiency of wireless networks, as well as flying mobile terminals in cellular network infrastructure. UAV can be connected with cellular networks as new user equipment and help increase the revenues for network operators.

The authors of [35] summarized the current state of UAV in cellular communication system from different points of view. Different types and characteristics of UAVs are available. A number of industry-led initiatives depend on the standards of cellular communications which support low-altitude UAVs for enabling beyond Line of Sight (LoS) control and establishing a reliable communication. The deployment of flying UAV base stations is better than that of ground base stations for reducing cost and minimizing electronics equipment of base stations. The deployment of ABS faces different practical challenges such as placement and mobility, but UAV flying base stations can be easily deployed at optimum locations in 3D space; they can potentially provide much better performance in different parameters such as coverage, load balancing, spectral efficiency, and user experience, compared to existing terrestrial based solutions. UAV can act as flying base stations in the heterogeneous 5G environment and also support millimeter wave (mmW) communications; it is collectively viewed as the nexus of next-generation 5G cellular systems. UAV-enabled mmW communications is a proposing application of UAVs, which can establish LoS communication links to users [27]. UAVs can also assist various terrestrial network infrastructure such as mIoT, cellular, and vehicular networks (V2V, V2X, V2I) in different ways; for example, UAVs can improve the reliability of wireless connection and scalability, replace destroyed bases stations, compute different tasks of edge IoT devices, and relay the data or signal into central network controller. Table 1 compares terrestrial networks with base stations and UAV networks with bases stations.

UAV at the edge level in cellular networks has a major impact on 5G and beyond. A single or multiple UAVs can compute the tasks of edge IoT devices. The UAV used as relaying and ABS which connect terrestrial smart mobile users with edge servers in MEC have been studied in [36]. To minimizing the average weighted energy consumption of the smart mobile devices and the UAV, the authors of [37] studied the multi-cell edge which is three adjacent cells served by three base stations; at the multi-cell edge, some of the users out of the radius of the base stations are connected with UAV. The problems are how to optimize the maximal sum rate of edge users by avoiding the interference and how to improve QoS and optimize UAV trajectory for the users who are out of network coverage and served by UAV.

The recent literature works on UAV network and UAV as-

<table>
<thead>
<tr>
<th>Terrestrial Networks</th>
<th>UAV Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insufficient spectrum</td>
<td>Insufficient spectrum</td>
</tr>
<tr>
<td>Well defined energy constraints and models</td>
<td>Elaborate and stringent energy constraints and models</td>
</tr>
<tr>
<td>Mainly static association</td>
<td>Varying cell association</td>
</tr>
<tr>
<td>No timing constraints, with BS being always there</td>
<td>Hover and flight time constraints</td>
</tr>
<tr>
<td>Terrestrial BS</td>
<td>UAV BS</td>
</tr>
<tr>
<td>Typical two-dimensional deployment</td>
<td>By nature, three-dimensional deployment</td>
</tr>
<tr>
<td>Mostly long-term and permanent deployments</td>
<td>Short-term and frequently changing deployments</td>
</tr>
<tr>
<td>Few and selected locations</td>
<td>Mostly unrestricted locations</td>
</tr>
<tr>
<td>Fixed and static</td>
<td>Mobility dimension</td>
</tr>
<tr>
<td>Not suitable for mobility tracking</td>
<td>Suitable for mobility tracking</td>
</tr>
</tbody>
</table>

BS: base station UAV: unmanned aerial vehicle
sisted cellular user or IoT focused on computation offloading, resource allocation and path planning, and trajectory optimization of either a single UAV or multi-UAV network. In all cases, the UAV assists the terrestrial users or IoT devices in offloading tasks and in requesting resources such as power, computational resources and bandwidth. LIU et al. [38] designed UAV-Edge-Cloud computing hybrid computing architecture to jointly optimize the computation offloading and routing problem for swarms of multi-UAV which are connected in D2D forms. The architecture in [38] aims to minimize the transmission delay and increase the computing capability between UAVs and mobile users. TI et al. [39] designed UAV based Fog-Cloud-Computing (FCC) to minimize the computation and power consumption of all users, which can jointly optimize the computation offloading, user-cloud/cloudlet association, transition power allocation, and path planning of mobile users. The UAV acts as a small distributed cloud and the local BS as micro cloud server; both users and UAV are movable.

When the terrestrial network infrastructure encounters a natural disaster such as earthquake, volcano, landslide and avalanche, UAVs can act as a network life saver, especially for emergency situations. One of the popular communication technologies is PSC, which plays a critical role in saving lives, property, and national infrastructure during natural or man-made emergency [40]. This technology is developed for delivering critical real-time streams (video, voice) using predefined spectrums. The UAV base station (UAVBS) or ABS, with LTE-advanced capabilities, can be utilized for emergency restoration and temporary expansion of public safety for disaster recovery [41]. ZHAO et al. [42] proposed a UAV-assisted emergency network to replace the destroyed base station by establishing multi-hop D2D users in different cells and relay the signal for emergency vehicular communication. And it is a promising method for establishing emergency networks. The authors of [43] studied how to replace destroyed base stations by UAV base stations after creating multi-hop D2D communications. They also designed a UAV transceiver for managing UAV uplink and downlink, extending the wireless coverage and guaranteeing the QoS of UAV communications for IoT in disasters.

3 Machine Learning: Overview

Machine learning is an application of artificial intelligence (AI), which provides systems with the ability to automatically learn and improve themselves from experience without being explicitly programmed. It is essentially based on the premise that machines should be furnished with AI that enables them to learn from previous computations and adapt to their environment through experience [32], [44]. Machine learning began to flourish in the 1990s. Before 1990s, logic-and knowledge-based schemes, such as inductive logic programming and expert systems dominated the AI scene relying on high-level human-readable symbolic representations of tasks and logic. Researchers in 2000s gradually renewed their interest on deep learning (DL) with the aid of advanced hardware-based computational capacity and the machine learning paradigm became popular at that time, supporting a wide range of services and applications in different areas [32], [44], [45].

3.1 Various Types of Machine Learning

Machine learning algorithms can be classified into three groups based on training data: supervised learning, unsupervised learning, and reinforcement learning (RL).

The supervised learning algorithm enables machines to be trained using labeled data. When dealing with labeled data, both the input data and its desired output data are known to the system. Supervised learning is commonly used in applications that have enough historical data. The algorithm is used to infer a function that maps the input data to the output label relying on the training of sample data-label pairs. Practically, considering a set of $N$ sample data label pairs in the form of $\{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}$, where $x_i$ is the $i$-th sample input data and $y_i$ represents its label. Let $X = \{x_1, x_2, \ldots, x_N\}$ denotes the input data set and $Y = \{y_1, y_2, \ldots, y_N\}$ denotes the output label set. The sample pairs are independent and identically distributed (i. i. d.). The learning algorithms aim for seeking a function $g(x)$ that yields the highest value of the score function $f(x, y)$, hence we have $g(x) = \arg\max y f(x, y)$. Supervised learning algorithms can be widely used in the context of classification, regression and prediction.

The unsupervised learning algorithm enables machines to be trained without labeled data. Unsupervised learning is typically about finding structure hidden in collections of unlabeled data. By analyzing $N$ input data $X = \{x_1, x_2, \ldots, x_N\}$, a pair of popular methods have been conceived for revealing the underlying unknown features of $N$ input data, namely density estimation and feature extraction.

RL enables machines to learn what to and how to map situations to actions so as to maximize a numerical reward signal. It is different from the above two algorithms and is currently the most popular research topic in the field of machine learning. There are elements which are necessary for reinforcement learning such as agent, state, action in a given environment. At each episode, the environment is in some state $S$ and the agent selects a legitimate action $A$. The system responds at the next episode by moving into a new state $S'$ with a certain probability influenced both by the specific action chosen and by the inherent transitions of the system. Meanwhile, the agent receives a corresponding reward $r(S, A)$ from the system, as time evolves. RL, an important branch of machine learning, is an effective tool and widely used Markov Decision Process (MDP) method [46]. In RL process, an agent can learn its optimal policy through interaction with its environment. Q-learning is the most effective method and widely used algorithm for RL. One
of the most popular and widely used learning techniques is deep learning which allows the computer to build complex concepts out of simpler concepts. It is a set of algorithms and techniques that attempt to find important features of data and to model its high-level abstractions [40]. However, the learning process of RL takes a lot of time to reach optimal policy or generate best policy by exploring and generating knowledge of an environment, and this circumstance is not suitable and inapplicable for complex large problems. An artificial neural network (ANN) is a computational nonlinear model based on the neural structure of the brain, which is able to learn to perform tasks such as classification, prediction, decision-making, and visualization. The basic model of a neuron is mathematically expressed as follows:

\[ Z_n(w_n, b_n, x_n) = f \left( b_n + \sum_{i=1}^{n} w_{ni} \cdot x_{ni} \right), \]  

(1)

where \( x_{ni} \) is an input signal from a given neuron \( n \) to neuron \( i \), \( x_n = [x_{n1}, x_{n2}, x_{n3}, ..., x_{nj}] \) is a vector of the input signal of neuron \( n \), \( w_{ni} \) is the corresponding input weight value, \( w_n = [w_{n1}, w_{n2}, w_{n3}, ..., w_{nj}] \) is a vector of input weight of neuron \( n \), \( Z_n \) is the output signal of neuron \( n \), \( b_n \) is the bias of neuron \( n \), and \( f(\ ) \) is a nonlinear activation function. A bias value can shift the activation function, which is critical for successful learning. The activation function in a neural network will represent the rate of action potential ring in the cell of a neuron. An ANN constructed using linear activation functions in (1) cannot reach a stable state after training, and this problem can be controlled by normalizing different activation functions such as sigmoid function, tanh function, and rectified linear unit (ReLU) function.

3.2 Deep Reinforcement Learning

Deep learning was recognized as the first among the top ten AI technology trends for 2018 [45] and is already the leading machine learning technique successfully used in many scientific fields such as image recognition, text recognition, speech recognition, audio and language processing, and robotics [32], [44], [45]. Deep learning models are based on an ANN. As we mentioned above, the application of RL is insufficient for the current complicated problems. The combination of RL and deep learning, known as deep reinforcement learning (DRL), can break the limitation of RL in different areas. The DRL takes the advantage of deep neural networks (DDN) to train the learning process, improving the learning efficiency and performance of RL algorithms.

Q-learning is one of the most common used RL algorithms. It is an attempt to learn the value \( Q(s,a) \) of a specific action given to the agent in a particular state. Considering a table where the number of rows represents the number of states, the RL agent interacts with the environment to learn the Q-values, based on which the agent takes an action. The Q-value is defined as the discounted accumulative reward starting at a tuple of a state and an action. Once the Q-values are learned after a maximum episode, the agent can make a quick decision under the current state by taking the action with the largest Q-value and the number of columns represents the number of actions which is called a Q-table [45], [47]. A large amount of state and action space in the environment makes the Q-table unmanageable. In current real-world examples like cellular edge computing, the state space is infinitely large. In order to eliminate the shortcoming of Q-learning, a neural network is used to predict the Q-values. One popular DRL algorithm is deep Q-network (DQN), which uses DNN to approximate the values. DQN is much more capable of generalization compared to the Q-network. DQN inherits and promotes advantages of both reinforcement and deep learning techniques, and thus it has a wide range of applications in practice such as game development, transportation, and robotics [44], [45], [47]. The study of DQNs has let too many improvements; new architectures have been designed for better performance and stability, including double DQN (DDQN), dueling DQN, and another asynchronous DRL algorithms studied on this article [47]-[49].

4 System Architecture of UAV Enabled F-RAN

In the future, the ABS infrastructure will play a great role in 5G and beyond 5G communications. The ML algorithms applied in the current and future cellular technologies and aerial networks will be used to manage the dynamic network environment. Figs. 1 and 2 depict the integration of UAV networks and terrestrial networks, where resources from cloud networks are accessed through the virtualized base band unit (VBBU). In VBBU, the network resources which are used for both aerial and terrestrial network infrastructures are virtualized in intelligent manner. The resources are allocated in the infrastructures, depending on the network demands. We categorize the architecture into three layers.

4.1 Layer 1

The H-CRAN that has cloud computing resources is delivered by server-based applications through digital networks or the public Internet itself. The resources which are available on cloud are far from edge IoT devices. Due to this, the edge IoT devices need localized computational nodes and resources to achieve features of 5G and B5G such as ultra-reliability, low-latency, massive connectivity.

4.2 Layer 2

The virtual BBU pool is located at the data center and multiple BBU nodes dynamically allocate resources to different network operators. The resources are allocated to aerial networks and terrestrial networks based on current network demands.
On this layer, the resources are virtualized into N network slices which are found on cloud. The network virtualization allows network resources to be sliced and granted to multiple tenants. We assume the DRL is in decentralized manner and the fog-edge network can make decisions independently based on the local learning environment and inputs. The resulting decision will then be sent to the central controller.

4.3 Layer 3

The main network operations such as DRL, resource management and computation offloading are performed at this layer. It has three levels which are network controller, UAV-small bases stations (SBS) and Edge IoT devices.

1) Level 1: The network controller (NC) is a central controller of the two network infrastructures and a communication platform where the aerial networks assist the terrestrial networks and DRL makes an intelligent coordination depending on network traffic, emergency and resource scarcity. A macro base station (MBS) with MEC server is used to manage resources which are allocated by the VBBU, allocate these resources to different network operators, and make a decision about the network condition for using DRL approach. To satisfy QoS and QoE of heterogeneous connected edge devices in each slice, the network will be assisted by UAV network in intelligent manners. Under MBS there are a number of SBSs with local servers in each small cell which are used to connect ultra-dense heterogeneous devices.

2) Level 2: UAV and SBS at this level are used to assist the communication in a given small cell mainly when the network is congested at specific time and in emergency situations; UAV acts as a flying base station to replace the destroyed BS and perform computational tasks and recharge of edge IoT devices. At this time the edge IoT devices are mainly wireless sensors, wearable devices and surveillance cameras, which offload the collected data into UAV for further analysis and decision making. Therefore, we consider UAV enabled F-RAN in which the UAV is considered as a flying remote radio head (RRH) or base station with computation capability to assist the edge IoT device. The UAV is part of cellular network; it recharges IoT sensor batteries and also sends collected data to MBSs.

3) Level 3: Edge IoT devices at this level are ultra-dense heterogeneous devices (mIoT devices), which are connected...
with each other and SBSs. These devices share common resources, exchange information with the nearest devices, and have different interests. The MEC server may be crowded or even damaged when the devices request resources and need to offload their own tasks at the same time. The layer three has more network traffic than other layers and the cooperation of aerial network with terrestrial network is needed. The UAV assists the edge IoT network when either the network coverage is far from base station or some natural disaster has affected the network.

5 Machine Learning Algorithms in Edge Computing and UAV

In the current edge technology era, there is the sprite of direct communication between devices which are connected with the network infrastructures without travelling to base stations or core networks. D2D communication system is one of the most common networks and has been widely used in recent years; it is a milestone on the road towards self-organization and peer-to-peer (P2P) collaboration. Currently most of edge IoT devices need computing latency-sensitive support, which is not tolerable at the cloud level. In 2012, a group of researchers from Cisco proposed a new paradigm known as fog computing. Fog computing and edge computing appear similar since they both involve bringing intelligence and processing closer to the UE. Most of the edge IoT devices have shortage of computational capacity and limitation of battery life. Due to this limitation, the edge IoT devices may fail to perform different operations properly. However, using the emerging MEC paradigm, the edge device can offload computation intensive tasks to the MEC server in different ways. The study of computation offloading and resource allocation in MEC and fog computing is complicated system analysis because of mobility patterns, radio access interfaces, strong couplings among mobile users with heterogeneities in application demands, QoS provisioning, and wireless resources. A machine learning approach especially using RL is a promising candidate to manage huge state space and optimization variables, especially by using different types of ANN.

DRL is an emerging tool for sophisticated problems in communication and networking in IoT, MEC, HetNet, and UAV networks. The network unities such as IoT devices, mobile us-

▲Figure 2. UAV enabled fog radio access network (F-RAN) and edge computing system model in public safety communication (PSC).
ers, and UAVs need to make local and autonomous decisions, like spectrum access, data rate selection, transmit power control, computation offloading decision, and base station association, to achieve the goals of different networks including throughput maximization, delay minimization, energy consumption minimization, and UAV deployment. The main problem is an uncertain and stochastic environment but the MDP model can solve the problem using dynamic programming, value iteration and RL [45]. LUONG et al. [31] studied the role of DRL in communication and networking. DRL minimizes the complexity of optimization and solves the problem in different perspectives. DRL allows network entities to learn and build knowledge about the communication and networking environment. By using DRL algorithms, mobile users can learn optimal policies for base station selection, channel selection, handover decision, caching and offloading decisions, UAV deployment, path planning, and trajectory optimization without knowing channel model and mobility pattern. In [31], different topics of the research works related to DRL were shown in percentages, for example, as the research in space communication is 13%, Ad-hoc 19%, cellular network 31%, IoT network 9%, and others 31%; the related issues to be solved were also presented in percentages, for example, the issues of wireless capacity is 19%, computation offloading 13%, rate control 8%, network access 13%, data collection 9%, resource scheduling 9%, connectivity preservation 8%, and network security 12%. Although there are a number of works on machine learning approaches for wireless communication networks [29], [31], [34], there is no research focus on machine learning based UAV enabled F-RAN infrastructures yet.

5.1 Machine Learning Based Computation Offloading in MEC

Edge IoT devices such as sensors and wearable devices have a limited computational capacity, short life time of battery, and storage. Due to this limitation, the IoT devices do not support advanced applications such as face recognition and online gaming (VR/AR). To tackle the problems in edge IoT devices and also in the network, an offloading mechanism is used to offload computational tasks and data to the nearest computational nodes (MEC server, UAV, or local servers). The offloading of data and computation tasks of the IoT devices can minimize the processing delay and energy consumption, and may enhance security. Under this circumstance, there are some critical challenges to computation offloading, such as choosing a computational node from multiple computational nodes and determining the offloading rate. Selection of an overloaded computational node also affects the computation time and energy consumption of IoT devices. The previous works on computation offloading and resources allocation used heuristic or iteration algorithms, but they have high complexity. Alternatively, machine learning is a promising tool used for solving the complex problem of computation offloading and resource allocation.

Recently, machine learning algorithms have been applied into fog edge computing to minimize the optimization problems. The authors of [50] proposed SDN NFV based DQN framework for caching and computation offloading to achieve energy efficiency in the network. The authors of [51] proposed a deep learning-based offloading framework to minimize the offloading cost for MEC networks. A deep supervised learning was also modeled to obtain the optimal offloading policy for mobile users. The authors of [52] tried to solve the resource allocation problems by joint optimization of caching, networking and computation for video content compressing and encoding, using feedforward neural network (FNN) based DQN. DDQN and duel DQN approaches were proposed to improve the stability and performance of the DQN algorithm [53]. A DQN framework was also proposed for smart city applications, which is a dynamic orchestration of caching, bandwidth and computation to achieve QoS for different services [54].

The authors of [55] proposed offloading cellular traffic for WLAN by adopting the DQL algorithm and MDP model to minimize energy consumption and mobile user cost. The MEC server has a limitation of resources to allocate for all edge devices; due to this, the MEC server also minimize cost and energy. In a vehicular network, there is a huge action space and high complexity due to the vehicles’ mobility and service delay. In [56], a multi-time scale DQN framework is proposed to minimize the system cost through jointly designing caching, communication and computing. The authors of [57] proposed DQN based joint optimization for computation offloading and resource allocation in MEC-enabled cellular networks. And the cost of delay and power consumption is accordingly minimized for all mobile users. In cellular networks, a DQL based optimal offloading policy was proposed to minimize the mobile users’ cost and energy consumption [58]. In [59], a virtualized computation offloading framework using DRL was designed and a DDQN based DQL algorithm was proposed for an agent to learn the optimal offloading policy without prior knowledge of the network environment in a dynamic manner. This work also focused on the utility function by decomposing Q-function and combining with DDQN; a novel online SARSA-based DRL algorithm was proposed [59]. Besides, the computation offloading of multiple MEC servers have been considered [60] - [62]. The authors of [60] designed Q-learning and fast DQL offloading scheme to achieve optimal policy for IoT devices and energy harvesting capacity.

In [61], a two-layered DQL algorithm for offloading to maximize the utilization of cloud resources was studied; the first layer uses a convolutional neural network (CNN) -based DQL framework to estimate an optimal cluster for each computational task and the second layer uses Q-learning to determine the optimal serving physical machine in cluster. The authors of [62] proposed distributed deep learning-based offloading (DDLO) for multi-computing servers, users and tasks in MEC.
networks to minimize wireless device (WD) energy consumption by offloading WD tasks to the MEC server or cloud and allocating bandwidth. Table 2 shows different machine learning algorithms in vehicular networks and cellular networks.

### 5.2 Machine Learning Based UAV Connected Cellular Networks

The application of machine learning for UAV is known as the drone system. Over the past years, many studies were conducted on either the integration of UAV networks with terrestrial networks or UAV networks in different application streams such as energy efficiency, computation offloading, resource allocation, and network coverage extension. However, Most of the previous works solved the existed problems using heuristic algorithm. The current research is focusing more on using machine learning algorithms to solve the aerial and terrestrial network integration for UAV assisted cellular networks, IoT, BSs and others to achieve a specific goal in the network. The cellular connected UAV will be a future hot research topic because it can integrate with future cellular networks and machine learning approaches to create a new intelligent aerial mobile user.

Many studies have been conducted on machine learning algorithms used in UAV or cellular connected UAV networks for optimizing UAV deployment, path planning, and trajectory as well as improving energy efficiency, UAV coverage, throughput, and resource allocation. GHANAVI et al. [63] proposed the optimal 3D UAV deployment to implement UAV-BSs which use RL to assist or serve the terrestrial network of mobility equipment for keeping the reliability of connection and increasing the QoS of users. The authors of [64] proposed an efficient 3D ABS positioning solution, in which DQN with DRL is used to assist the terrestrial BS in a small cell where the BS is overloaded and none of LoS exists for maximizing the spectra efficiency of the system. In [65], a novel framework was proposed to deploy ABSs to assist overloaded or congested base stations in small cells. Researchers also adopted the machine learning approach to tackle the problem of predicting the traffic demand of each base station through previous histories, based on which ABSs are deployed for serving users in small cells and applying contract theory to jointly maximize the individual utility of each BS and UAV. In [66], an ANN based opportunistic computation offloading framework was proposed, the clustered UAV network assists a vehicular traffic network and the ground controller predicts the response time of each clustered UAV to offload intensive tasks. A clustered UAV network can compute intensive tasks by itself or borrow the resources from another cluster UAV network [66]. The authors of [67] studied the model free RL algorithm using Q-learning to optimize the trajectory of an UAV acting as a flying BS that serves multiple terrestrial network users. And the UAV also acts as an autonomous agent in the environment, learning the trajectory to maximize the sum rate of transmission during UAV flying time from one location to another location. CUI et al. [68] studied a multi-agent RL using Q-learning and stochastic game theory model for dynamic resource allocation in multi-UAV connected multi-users. Each UAV acts as an agent to make a decision independently for maximizing long-term rewards of each agent to provide reliable communications. Users, power levels and sub-channel selection strategies were also jointly studied in [68]. For cellular connected UAVs in beyond 5G system, a DRL algorithm was proposed based on the echo state network (ESN) for an interference aware path planning and management [69]. Each UAV acts as an agent that uses deep ESN to learn optimal path, transmission power level and cell association in each location of path and minimize sequence of time-dependent utility function. Authors of [69] also studied energy efficiency, the control of UAVs, and the fair covering of the active areas where the users are available and the UAVs are required to act as base stations by the DRL algorithm. In this work, the fairness index algorithm was applied to control UAV network coverage to minimize UAV energy consumption and improve UE QoS.

### 6 Challenges and Future Research Directions

According to the recent studies of various issues for future
generation network infrastructures, we outline some challenges and future research directions for the integration of aerial networks and terrestrial networks with machine learning approaches in F-RAN, NFV and MEC paradigms.

### 6.1 Challenges

1) Machine learning used in virtualized UAV enabled F-RAN: RL (commonly DQN, Q-Learning and others) in virtualized MEC system has been used to tackle many issues at different layers of cellular networks. Deploying the machine learning algorithms at different layers of virtualized H-CRAN of UAV-enabled F-RAN will create the intelligence of the future network infrastructure of 5G and beyond. However, in this scenario there are a number of network infrastructure and concepts. Handling this multi-paradigm concept is complex in the current 5G technology and future 6G network.

2) Multi-agent in multi-layer UAV enabled F-RAN: Most of the current studies of cellular mobile networks or MEC system and UAV network focus on efficient resource allocation, energy efficiency, computation offloading, and caching to minimize delay and energy consumption or maximize revenue. The machine learning (commonly RL) algorithms have been used to tackle these issues, but most of them use a single agent at the base station or service providers. The recent years have witnessed the rapid evolution of network infrastructure and technologies from one generation to another generation every ten years. In the era of 5G, ultra-dense heterogeneous networks, which consist of different layers of IoT or fog network that supports ultra-low-latency (ULL) devices, are connected to each other at a given time step. In the future, beyond 5G or 6G (5G+ AI) will support intelligent Personal Edge (IPE), genome database, autonomous health, sensors to AI fusion block-chain, etc. [70] - [72]. To perform complex multi-dimensional tasks in these networks, a multi-agent decentralized DRL approach needs to be adopted. Adopting this concept in the UAV-enabled F-RAN multi-agent at each layer is somehow complex and needs clear framework modeling.

3) Determination of the state of network traffic in different small cells: In 5G and beyond 5G era, there is ultra-dense heterogeneous network with massive IoT devices and smart mobile users which generate a huge amount of traffic in different circumstances. These ultra-dense devices will be assisted by UAV-cluster networks to satisfy the QoS and QoE rather than terrestrial base stations. In the UAV connected cellular network at lower layers such as fog or edge computing level, a single UAV or multi-UAVs are deployed and heuristic algorithms are used to identify network traffic in small cells, depending on the UAV capacity and coverage area. However, such application of machine learning in the dynamic network is unpredictable, has a large and continuous state space for making the determination of the network traffic state in different cells, and faces complex deployment of UAV-clusters.

4) Handover for transmitting data and task of mIoT devices for emergency situations: One of the attractive and promising paradigms of the UAV connected cellular network is acting as a flying base station to assist the emergency service. In this situation, the mIoT devices would send computational tasks and huge amount of request data traffic to the local base station at a specific time step. However, after the occurrence of a natural disaster, a good and intelligent handover framework is needed to manage the handovers in a terrestrial network environment in a disaster area. The application of machine learning algorithms in the handover process is much suitable.

### 6.2 Future Research Directions

1) Distributed machine learning based virtualized UAV enabled F-RAN: One of the popular machine learning algorithm frameworks in wireless communication and network is RL with deep neuron network, which requires large amount of training. Most of the time the large DNN is implemented at the central network controller which has sufficient resources such as computational capacity and is capable of training a large continuous state space and action space in the dynamic network environment. The central controller minimizes the burden of aerial mobile users and IoT devices by considering the limitation of capacities and capabilities. The main functionalities of UAV networks and terrestrial or cellular networks can be integrated with the central network controller. The virtualized DRL framework for UAV enabled F-RAN or UAV connected cellular system is an open issue. The network traffic exchanges from one layer to another and from aerial mobile users to terrestrial mobile users (mIoT devices) are efficient.

2) Dynamic deployment of multi-UAV cluster in F-RAN: In UAV networks, one of the open issues is UAV deployment in optimal 3D placement for different dynamic terrestrial network infrastructure. A number of previous works focused on UAV deployment with optimization of trajectory, path planning, and maximizing energy efficiency. Due to the dynamical network infrastructure in 5G and beyond 5G (6G), such as the rapid changes in coverage, the number of connected devices and network platforms, the DRL based approach for optimal 3D placement of UAV will be a necessity, with the integration of the cellular or IoT network. Under this consideration, there are other issues such as resource management (aerial mobile users and terrestrial network devices), optimal computation offloading, network coverage area, minimizing energy consumption of network, and cell association to maximize flight time.

3) Machine learning based resource management in UAV-Enabled F-RAN: A number of studies have been conducted on resource management at different layers in cellular networks, vehicular networks, and UAV networks to solve complex problems such as optimization, maximizing energy efficiency, resource allocation for UAV and bandwidth management. These studies aim to maximize the revenue or minimize the cost of delay and energy in the system. Other works that used heuristic algorithms to tackle the complex problems in cellular net-
works, vehicular networks, and fog and edge computing are now adopting machine learning, commonly RL (DQN, Q-learning, DDQN, DDPG, Actor-critic) for resource management and computation offloading. However, in the mixed network infrastructures such as UAV-enabled F-RAN, need to design a machine learning based joint resource management and computation offloading framework.

4) Machine learning for dynamic deployment of ABS in emergency (PSC): UAV plays a potential role in the future promising paradigm for emergency situations known as PSC. The current communication era heavily relies on the backbone networks. For the failure of base stations due to natural disaster or malevolent attacks, PSC is able to use machine learning to deploy a group of multi-UAVs in ultra-dense HetNet architecture as ABSs that can dynamically replace the destroyed or over-headed base stations in the terrestrial network. The UAVs are used to support the reliable connection for edge IoT devices, extend the network coverage, control the end user devices, etc. from the communication perspective. If a destroyed BS has the computational resource (local server), MEC server, and power source that cannot be accessed by edge IoT devices, the intelligent ABSs also replace the destroyed terrestrial BS to conduct computing task and allocate transmission power to satisfy the QoS and QoE of end users/IoT devices at the fog/edge level of RAN networks.

5) Machine learning based mobility control of multi-UAV connected cellular network/F-RAN: In a multi-UAV assisted cellular network/F-RAN, the UAV flies from one location to another location within the given time frame. At the time of UAV’s flying over the terrestrial network, mobile users/IoT devices will wait for long time to get access to the UAV terminal. Due to this, the QoS and QoE of the network could be degraded. To tackle this issue, an intelligent machine learning based model is designed for multi-UAV mobility management, where the agents learn by themselves to adjust the mobility in the predicted location in the terrestrial network infrastructure. Besides, the model also considers the terrestrial network connected devices such as mobile users, vehicle, and other mobility environments. In this scenario, the management of resources (computational, bandwidth, and energy) is also considered in the mixed network infrastructures.

7 Conclusions

This paper presents a short review of the machine learning used to solve complex problems in modern network infrastructures and suggests the machine learning based multi-UAV-enabled F-RAN. First, we introduce F-RAN and UAV for the current and future network technologies. Second, we discuss UAV in cellular networks and its replacement of base stations in terrestrial networks. Third, we review machine learning algorithms and RL and suggest the machine learning based UAV-enabled F-RAN framework architecture in H-CRAN network infrastructure for computation offloading and resource allocation. We also mention some previous works on edge computing and UAV using RL with DNN to solve different problems such as resource allocation, computation offloading and base station replacement in different networks. Finally, we outline the challenges and future research directions.
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Abstract: The world today is experiencing an enormous increase in data traffic, coupled with demand for greater quality of experience (QoE) and performance. Increasing mobile traffic leads to congestion of backhaul networks. One promising solution to this problem is the mobile edge network (MEN) and consequently mobile edge caching. In this paper, a survey of mobile edge caching using machine learning is explored. Even though a lot of work and surveys have been conducted on mobile edge caching, our efforts in this paper are rather focused on the survey of machine learning based mobile edge caching. Issues affecting edge caching, such as caching entities, caching policies and caching algorithms, are discussed. The machine learning algorithms applied to edge caching are reviewed followed by a discussion on the challenges and future works in this field. This survey shows that edge caching can reduce delay and subsequently the backhaul traffic of the network; most caching is conducted at the small base stations (SBSs) and caching at unmanned aerial vehicles (UAVs) is recently used to accommodate mobile users who dissociate from SBSs. This survey also demonstrates that machine learning approach is the state of the art and reinforcement learning is predominant.

Keywords: mobile edge caching; reinforcement learning; unmanned aerial vehicle

1 Introduction

The world is witnessing an astronomical growth of mobile traffic and an ever-increasing demand from end users for high bandwidth and quality of experience (QoE) because they do almost everything and share vast amounts of data, documents, media, etc. on their mobile devices. Mobile data traffic grew fast between 2011 and 2016 and is estimated to increase to 49.0 exabytes per month by 2021 [1]. Increasing mobile traffic leads to congestion of backhaul networks, which further leads to a higher cost of operation and maintenance, a lower quality of service (QoS), and inhibits data delivery. The increasing demand for bandwidth coupled with greater QoE and performances is beyond the current fourth generation (4G) technologies, and new solutions such as the fifth generation (5G) technologies have emerged. In order to meet the increasing data demands, small-cell networks will be widely deployed, which can achieve much higher throughput and energy efficiency [2]. Mobile edge networks (MENs), as shown in Fig. 1, are a promising solution to address the above issues (increasing demand for bandwidth, congestion of backhaul networks, higher cost of operation and maintenance, a lower QoS, demand for greater QoE and performance, etc.). By moving the network functions and resources closer to end users (i.e., the network edge), many benefits can be obtained, such as high data rates, low delay, improved energy efficiency, and flexible network deployment and management [3]. One innovative proposal to overcoming these challenges is caching the content. While the two common locations for caching the content are at the evolved packet core (EPC) and the radio access network (RAN) [4]. Certain popular contents (e.g., on-the-air TV series
and popular music) are frequently requested; such contents can be cached during off-peak times at the network edge, such as at base stations (BSs) and even user devices [5]. Then the contents are distributed to requesters through high-rate and low-cost mobile edge networks rather than transmitted through the backhaul network repeatedly.

There is an emerging paradigm shift towards the use of unmanned aerial vehicles (UAVs) to assist the traditional cellular networks in wireless communications to provide connectivity from the sky to ground users. Such communication from the sky is expected to be a major component of beyond 5G cellular networks. When mobile users move outside the cell coverage areas, the cached contents may not be effectively distributed to the users. In addition, when a user hands over to a new cell, the contents requested may not be cached, leading to extra delay and bandwidth consumption due to the caching in the new BS or long-distance fetch from the content server. Also, in drone cells, the limited fronthaul capacity can hardly satisfy the demands of data-craving services [6]. To alleviate the pressure of small cells and reduce the cost of densely deployed small base stations (SBSs), UAVs can be exploited to assist small cells in providing high-speed transmission due to their low cost and high mobility. UAV-aided wireless networks can establish wireless connections without infrastructure, realize larger wireless coverage, and achieve higher transmission rate. This makes it suitable for many practical applications, such as terrestrial BS offloading [7], emergency response and public safety [8], Internet of Things (IoT) communications [9], [10], and massive machine type communications [11]. A lot of surveys have been conducted on edge caching over the years. In [12], various cache management systems were suggested to enhance the performance of mobile Ad hoc networks (MANETs). The authors of [13] presented a comprehensive overview of the recently proposed in-network caching mechanisms for information centric networks (ICNs). They described each caching mechanism in detail, presented examples to illustrate how it works and extensive simulations, and discussed the remaining research challenges. The authors of [14] provided a review of the caching problems in ICNs, with a focus on on-path caching. To this end, a detailed analysis of the existing caching policies and forwarding mechanisms that complement these policies were given in [14]. The paper [15] grouped the most interesting caching techniques with regard to different architectures, considering the cases and the quality of the solutions.

Additionally, the survey [12] outlined various cooperative caching schemes in wireless sensor networks (WSN) and classified them in distinct categories based on type of approach applied. Maintaining cache consistency is as important as caching data. This paper also gave a brief overview of various cache consistency models. GLASS et al. [16] developed a unique taxonomy for cache discovery, surveyed a representative set of MANET-based cooperative caching schemes, and classified the associated cache discovery techniques within the taxonomy. Using this classification, they then highlighted the various cache discovery techniques that have been utilized, analyzed their potential in addressing the specific challenges that occur when deploying non-safety applications within vehicular Ad hoc networks (VANETs), and identified general pitfalls that should be avoided. In [17], a survey of cache management strategies in ICNs was presented along with their contributions and limitations, and their performance was evaluated in a simulation network environment with respect to cache hit, stretch ratio, and eviction operations. Some unresolved ICN caching challenges and directions for future research in this networking area were also discussed.

The paper [18] provided a systematical survey of the state-of-the-art caching techniques that were recently developed in cellular networks, including macro-cellular networks, heterogeneous networks, device-to-device networks, cloud-radio access networks, and fog-radio access networks. In particular, its authors gave a tutorial on the fundamental caching techniques and introduced caching algorithms from three aspects, i. e.,
content placement, content delivery, and joint placement and delivery. They also provided comprehensive comparisons among different algorithms in terms of different performance metrics, including throughput, backhaul cost, power consumption, and network delay; finally, they summarized the main research achievements in different networks and highlighted main challenges and potential research directions. A detailed survey on the emerging technologies to achieve low latency communications was presented in [19], considering three different solution domains: RAN, core network, and caching; a general overview of major 5G cellular network elements such as software defined network (SDN), network function virtualization (NFV), caching, and mobile edge computing (MEC) capable of meeting latency and other 5G requirements was also presented. Finally, [20] presented an overview of caching in wireless networks and then provided a detailed comparison of traditional and popularity-based caching. The attributes of videos and the evaluation criteria of caching policies were discussed, some of the recent works on proactive caching, focusing on prediction strategies, were summarized, and an insight into the potential opportunities and challenges as well as some open research issues enabling the realization of efficient deployment of popularity-based caching as part of the next-generation mobile networks were provided.

- Even though a lot of work and surveys have been done on mobile edge caching [13]–[15], this survey is focused on the study of machine learning based mobile edge caching.
- We discuss the issues that affect caching in mobile edge networks in general and the use of UAVs to cache contents introduced.
- We discuss learning techniques applied to caching in mobile edge networks.

The rest of the paper is organized as follows. Section 2 outlines some of the issues that affect edge caching. Section 3 discusses learning based caching schemes and Section 4 analyzes the challenges and future directions. Conclusions are drawn in Section 5.

2 Mobile Edge Caching

Many caching schemes pose such questions as where to cache, what to cache, and how to cache. Answers to these questions provide us with better caching solutions. A lot of research work has been done in trying to answer some of the above questions using various methods. Heuristic, stochastic and various optimization techniques have been applied on caching solutions. As the network gets so dynamic and complex, such methods become too difficult and complex to be implemented, hence the introduction of machine learning in the caching solutions to mobile edge caching (architecture shown in Fig. 2). In this section, we will survey the research efforts that have been made in the mobile edge networks. The related issues include caching entities, content description, caching policies, content delivery, and so on.

2.1 Caching Entities

Caching units can be deployed in many places of a mobile network, such as the core network, RAN, user devices and current UAVs, to cater for mobile users. Currently the widely deployed places of caching is the EPC [4]. By caching content at the mobile core network, the mobile traffic can be reduced. The caching places at the edge network are discussed as follows.

1) Macro BS (MBS) caching: In heterogeneous networks, MBSs have more coverage areas and can serve more users. Caching at the MBS can obtain better cache hit probability. CAO and CAI in [21] investigated a context-aware proactive caching problem in a heterogeneous network consisting of a single MBS with grid power supply and multiple small-cells with energy harvesting, aiming to maximize the service ratio at the SBSs. The authors of [22] presented Wolpertinger architecture for content caching at the macro base station. The proposed framework aims at maximizing the long-term cache hit rate and it requires no knowledge of the content popularity dis-
distribution. Furthermore, Context-aware data caching in the heterogeneous small cell networks (HSCNs) with MBS caching was proposed in [23], [35] to reduce the service delay for end users.

2) SBS caching: SBSs are densely deployed in next generation heterogeneous networks. Therefore, caching at SBSs is another good choice since the SBSs are more close to end users and usually provide higher data rates. Many researchers [18], [21], [24] have studied the performance of caching at SBSs.

3) Device caching: device-to-device (D2D) communication is one of the key technologies in 5G networks. The storage resources in mobile devices can be exploited. The QoE of users can be greatly improved by caching contents in mobile devices if the caching strategy is carefully designed. In [25], the D2D caching problem was modeled as a multi-agent multi-armed bandit problem and Q-learning was used to learn how to coordinate the caching decisions. Several D2D caching schemes with the application of learning techniques have been proposed [26] - [29].

4) UAV caching: A new trend of caching entity is the use of UAVs as a flying BS to cache popular contents that would be able to serve mobile users. The authors of [6] solved the problem of content caching with multi UAVs while considering the user mobility by using a novel algorithm based on the machine learning framework of conceptor-based echo state networks. In this framework, the agent is able to learn the mobility patterns and request distributions of the users; based on that, it can predict the contents for caching at the UAVs and the location of the UAVs, and can effectively deliver the contents to the users. Additionally, the liquid state machine is used to maximize the queue stability requirements of users while caching the contents at the UAV [30].

2.2 Caching Policies and Algorithms

To decide what to cache, the caching policies and algorithms are used in the edge networks and the popularity of content should be considered to maximize the hit probability of cache, i.e., the probability that the content requested by users is cached in the edge networks. Even though content popularity can be grouped into Static [31] and Dynamic [28], [32], the static ones cannot reflect the real content popularity which is time varying so the dynamic one is more realistic and suitable for the learning based caching schemes. The commonly used popularity model is the Zipf model observed in web caching [33].

A host of caching policies and algorithms have been proposed in mobile caching. Some of the conventional caching policies in wired networks are also applicable in wireless networks. In addition, new schemes such as learning based policies and cooperative caching policies are also proposed. The literature [16] reviews in detail the conventional caching policies and forwarding mechanism in information centric networks.

1) Conventional versus learning based caching policies: Content replacement policies such as the least frequently used (LFU) and least recently used (LRU) have been adopted in a large number of caching policies [16]. These strategies are simple and efficient with uniform size objects. However, these policies ignore the download latency and size of objects. Another proactive caching policy used in content delivery networks is the most popular video (MPV) policy, which caches the most popular videos based on the global video popularity distribution [34]. However, the cache size of the RAN is very limited compared to that of CDN. The hit probability achieved by MPV policy could be too low for RAN caches. On the other hand, the content popularity is time-varying and is not known in advance. Therefore, the track and estimation of timely content popularity is an important issue. Based on machine learning technology, learning based caching policies were proposed in [35]. The authors in [35] solved the problem of distributed caching in SBSs from a reinforcement learning view. By adopting coded caching, the caching problem is reduced to a linear program that considers the network connectivity and the coded caching scheme performs better than the uncoded scheme. The authors in [36] solved the cache replacement problem with a Q-learning based strategy.

2) User preference based policies: In [34], the authors proposed a user preference profile (UPP) based caching policy. It is observed that local video popularity is significantly different from national video popularity and users may show strong preferences toward specific video categories. The UPP of each user is defined as the probability that a user requests videos of a specific video category.

3) Non-cooperative versus cooperative caching: Some of the existing caching policies decide the content to cache at each base station without considering the cooperation among BSs. In [34], the proposed scheme makes caching decision based on the UPP of active users in a specific cell without considering the impact of caches in other cells. In [36], the cache replacement problem modeled as Markov Decision Process (MDP) is solved in a distributed way using Q-learning method, without exchanging extra information about cached data between the BSs. This strategy outperforms the conventional ones such as the LFU, LRU and randomized strategy. However, a lot of existing works have studied the cooperation among cache entities when designing the caching policies [26], [37] - [40].

2.3 Caching of Different File Types

The most common file types for caching is multimedia files such as popular videos and audio files [26], [38], [41]. One essential trait of multimedia data is that many users have the same affinity for popular contents, thus caching of such contents aid in improving the hit rate. The Internet of Things is one of the main use cases of the next generation 5G networks. IoT refers to a large number of “things” (devices, objects, humans and animals with unique IDs) connected via the Internet
that can share data. Thus the caching of IoT data (sensory and any kind of data including multimedia data) is also important for reducing the total traffic load as the IoT data volume is increasing and IoT data have different characteristics such as short lifespan of the data as compared to multimedia data [42], [43].

### 2.4 Mobility versus Static User Awareness

User mobility is a unique feature of wireless networks, thus it should be considered in caching at the network edge. Many works have been done on this issue. The authors in [44] proposed a temporal-spatial recommendation policy, which can guide mobile users to request their preferred files in proper time and place, so as to make local popularity peakier. Here the assumption was that the user preference, the impact of the recommendation on request probability, and the mobility pattern are unknown. Hence, they resorted to deep reinforcement learning to optimize the recommendation and caching policy. User mobility in the caching policies was also considered in [29] and [45].

### 2.5 Impact on System Performance

1) Capacity: Existing works on edge caching have proved that caching at the network edge can significantly improve system capacity. For example, the solution proposed in [34] can improve capacity by 3 times compared to having no cache in the RAN.

2) Delay: Caching at the network edge can significantly reduce content delivery delay due to the proximity of caches to end users. In [26], the reinforcement learning cooperative content caching scheme significantly reduced content download-
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ing techniques are generally grouped into the supervised learning, unsupervised learning, and reinforcement learning. This section will discuss the application of these learning techniques in caching.

3.1 Supervised Learning Based Caching

The majority of practical machine learning uses supervised learning. Supervised learning uses an algorithm to learn the mapping from input variables $X$ to the output variable ($Y = f(X)$) based on example input-output pairs. The goal would be a model that would approximate the mapping function so well that when you have new input data ($X$), you can predict the output variables ($Y$) for that data.

VARANASI and CHILUKURI [48] proposed a differentiated edge caching scheme called FlexiCache for vehicle to anything (V2X) communication, aiming at increasing the QoS of the network; kernel ridge regression (KRR) is used to predict the proportion of cache to be allocated to each traffic type, for a desired QoS parameter.

CHEN et al. [30] used the liquid state machine to solve the problem of joint caching and resource allocation in a network of cache-enabled UAVs that serve wireless ground users over the Long Term Evolution (LTE) licensed and unlicensed bands.

SHEN et al. [49] considered caching selected contents of SBSs in an ultra-dense network (UDN). The cache efficiency problem is formulated as a system backhaul load minimization problem, which is hard to be solved for the highly random content demands. Therefore, the cache strategies based on machine learning (K-means and K-Nearest Neighbour (K-NN)) were proposed to tackle this difficult problem from the perspective of exploiting the potential of mobile traffic data. Other machine learning schemes include [23], [38], [40], [50], etc.

3.2 Unsupervised Learning Based Caching

For unsupervised learning, you only have input data ($X$) and no corresponding output variables. The goal of unsupervised learning is to learn more about data by modeling the underlying structure or distribution in the data. The algorithms are left to their own devices to discover and present the interesting structure in the data. Examples are found in the literatures [27], [28], [32], and [49].

In [49], the K-means clustering algorithm was used to fully uncover hidden spatio-temporal patterns of content requests at SBSs, and achieve personalized inter-cluster cache and predictive intra-cluster cache. Then, the K-NN classification algorithm was introduced to categorize the constantly emerging new contents and cache them in the corresponding cluster periodically with high accuracy and low complexity.

The authors in [27] proposed an efficient learning-based caching algorithm operating together with a non-parametric estimator to minimize the average transmission delay in D2D-enabled cellular networks. It is assumed that the system does not have any prior information regarding the popularity of the files, and the non-parametric estimator is aimed at learning the intensity function of the file requests. An algorithm was devised to determine the best <file, user> pairs that provide the best delay improvement in each loop to form a caching policy with very low-transmission delay and high throughput. This algorithm was also extended to address a more general scenario, in which the distributions of fading coefficients and the values of system parameters potentially change over time.

In order to learn user preference, the authors of [28] modeled the user request behavior resorting to probabilistic latent semantic analysis and the model parameters are learned by the expectation maximization algorithm. They found that the user preferences are less similar and the activity level and topic preference of each user change slowly over time. Based on this observation, they introduced a prior knowledge-based learning algorithm for user preference, which can shorten the learning time.

Based on SDN, the authors of [32] proposed a deep-learning-based content popularity prediction (DLCPP) to achieve the popularity prediction. DLCPP adopts the switch’s computing resources and links in the SDN to build a distributed and reconstructible deep learning network. For DLCPP, they initially determine the metrics that can reflect changes in content popularity. Each network node collects the spatial-temporal joint distribution data of these metrics. Then, the data are used as input to stacked auto-encoders (SAE) in DLCPP to extract the spatiotemporal features of popularity. Finally, the popularity prediction is transformed into a multi-classification problem through discretizing the content popularity into multiple classifications. The Softmax classifier is used to achieve the content popularity prediction.

3.3 Reinforcement Learning Based Caching

In reinforcement learning, an agent is able to learn from its environment and take some action so as to maximize some notion of cumulative reward with or without a model. The authors of [22], inspired by the success of DRL in solving complicated control problems, presented a DRL-based framework with Wolpertinger architecture for content caching at the base station. The proposed framework is aimed at maximizing the long-term cache hit rate, and it requires no knowledge of the content popularity distribution. SUNG et al. [37] applied reinforcement learning (Q-learning) to the content replacement problem in a wireless content delivery network (WCDN) with cooperative caching to maximize the hit ratio based on a multi-agent Q-learning scheme.

CHENG et al. [52] proposed a novel localized deterministic caching framework, based on machine learning techniques. By introducing the concept of the rating matrix, they first proposed a new Bayesian learning method to predict personal preferences and estimate the (individual content request probability) ICRP. This crucial information was then incorporated into their caching strategy for maximizing the system throughput, or equivalently, minimizing the download latency, where a deter-
ministic caching algorithm based on reinforcement learning was proposed to optimize the content placement. The authors of [42] presented fundamentals of caching, major challenges, relevant state of the art, and a description of their current approaches. They showed directions of using machine learning for caching in the IoT.

Additionally, the authors of [58] proposed a multi-agent reinforcement learning (MARL)-based cooperative content caching policy for the MEC architecture when the users’ preference is unknown and only the historical content demands can be observed. They formulated the cooperative content caching problem as a multi-agent multi-armed bandit problem and proposed a MARL-based algorithm to solve the problem. In [26], the D2D caching problem is modeled as a multi-agent multi-armed bandit problem and use Q-learning to learn how to coordinate the caching decisions. The user devices can be independent learners if they learn the Q-values of their own actions, or joint action learners if they learn the Q-values of their own actions in conjunction with those of other UEs. The authors of [25] presented Stimulable Neural Network (SNN)-Cache that leverages SNN to utilize the inter-relationships among sequenced requests in caching decision, evaluated SNN-Cache using an ICN simulator, and showed that it decreases the load of content servers significantly compared to a recent size-aware cache replacement algorithm (up to 30. 7%) as well as the traditional cache replacement algorithms.

Furthermore, SADEGHI et al. [57] introduced a novel approach to account for space-time popularity of user requests by casting the caching task in a reinforcement learning (RL) framework for heterogeneous networks (Hetnets). HE et al. [51] formulated an optimization problem to maximize the network operator’s utility while considering the trust-based social networks specifically with MEC, in-network caching and D2D communications under the umbrella of a 3C framework using a deep reinforcement learning approach. An integrated framework that can enable dynamic orchestration of networking, caching and computing resources to improve the performance of next generation vehicular networks was studied in [60] and in this framework, the resource allocation strategy is formulated as a joint optimization problem and DRL is used for problem solving. The authors of [61] dealt with an information-centric virtualized network for smart cities with a deep Q learning approach for caching. There are other reinforcement based caching schemes proposed in [26], [29], [43], [44], [46], [50], and [59]. Table 2 summarizes some of the machine learning techniques applied to mobile edge caching.

### 4 Challenges and Future Directions

Like traditional networks, wireless networks are faced with similar challenges like communication cost, storage and computation. The major challenge of caching is the limited storage space. Because of this, a caching scheme must carefully consider the caching decision and replacement techniques to overcome the challenge and improve the performance such as backhaul traffic, latency, and throughput of the network.

#### 4.1 Online Caching

Caching has the content placement phase during which the content is placed in the caching unit and the content delivery phase during which the content is actually delivered to the end user (entity). At some point in the life span of the content, the content may require updating. One efficient caching update is update during the content delivery phase rather

**Table 2. A summary of machine learning techniques applied to edge caching**

<table>
<thead>
<tr>
<th>Type of Machine Learning</th>
<th>Literature</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised learning</td>
<td>[6], [30]</td>
<td>Eco state network</td>
</tr>
<tr>
<td></td>
<td>[22], [49]</td>
<td>Liquid state network</td>
</tr>
<tr>
<td></td>
<td>[48]</td>
<td>K-Nearest Neighbour (KNN)</td>
</tr>
<tr>
<td></td>
<td>[38], [40], [50]</td>
<td>Kernel ridge regression (KRR)</td>
</tr>
<tr>
<td></td>
<td>[23]</td>
<td>Deep learning</td>
</tr>
<tr>
<td></td>
<td>[25]</td>
<td>Convolutional neural network (CNN)</td>
</tr>
<tr>
<td></td>
<td>[27], [28], [32], [49]</td>
<td>Stimulable neural network (SNN)</td>
</tr>
<tr>
<td>Unsupervised learning</td>
<td>[27], [28]</td>
<td>K-means</td>
</tr>
<tr>
<td></td>
<td>[32]</td>
<td>Greedy based algorithm</td>
</tr>
<tr>
<td></td>
<td>[57]</td>
<td>Stacked auto encoders (SAEs) deep learning</td>
</tr>
<tr>
<td></td>
<td>[44], [46], [51]</td>
<td>Q-learning</td>
</tr>
<tr>
<td></td>
<td>[60]</td>
<td>Deep Q-learning</td>
</tr>
<tr>
<td></td>
<td>[22], [34], [37], [43]</td>
<td>Double-dueling-deep Q-network</td>
</tr>
<tr>
<td></td>
<td>[26], [58]</td>
<td>Actor critic</td>
</tr>
<tr>
<td></td>
<td>[21]</td>
<td>Multi agent Q-learning</td>
</tr>
<tr>
<td></td>
<td>[52]</td>
<td>Post decision state based approximate RL (PDS-ARL)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Discrete learning automata (DLA)</td>
</tr>
</tbody>
</table>
than the content placement phase. This is known as online caching. Online caching together with machine learning presents itself as an important direction in the future cache research.

4.2 UAV Caching

A major problem of mobile edge caching is the mobility of users. Mobile users tend to dissociate themselves from their associated base stations. The advent of UAV caching and machine learning techniques in the future 5G networks would help to solve this bottleneck by employing UAVs as flying base stations to help to proactively cache content for such mobile users. The UAV can assist cellular networks or can be a complete UAV network on their own depending on the application.

4.3 Context Awareness

The mobile edge networks are advantageous in exploiting context information (user location, other surrounding users, and resources in the environment). The real time awareness applications could be accomplished with the use of machine learning by collaborations among MEC platforms.

4.4 Virtualization

In the future 5G networks, different service providers would be providing different services with different QoS and QoE. Network infrastructure are expensive, so there is the need for the research into providing virtual networks that would be able to efficiently share and utilize the underlying physical infrastructure.

4.5 Integration

The architecture of mobile edge networks involves resources such as computing, storage and communications. The efficient integration of these resources to achieve the optimal performance for all users and applications is an ongoing research direction that is not concluded. More comprehensive resource allocation schemes need to be developed.

5 Conclusions

This paper surveys and summarizes the research efforts made on the mobile edge caching and communication resources. The related issues of caching are discussed. Additionally, machine learning based caching schemes are discussed and summarized. In this survey, we group the machine learning based caching into reinforcement learning and other learning techniques. We realize that reinforcement learning is more widely used because of its ability to interact and learn from the environment with or without a model. The more recent UAV caching is also introduced which is able to deal with mobile users that request content. Finally, the challenges and future works on mobile edge caching are discussed.
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Abstract: The evaluation of network operation and maintenance quality is an important reference for carriers to improve their service. However, the traditional evaluation methods involve too much human participation that it cannot cope with the explosive amount of data. Therefore, both the major carriers and researchers are trying to find solutions to evaluate the quality of network operation and maintenance more objectively and accurately. In this paper, we analyze the general process of quality evaluation models for network operation and maintenance. The process has four steps: 1) selection of evaluation indicators; 2) data process for chosen indicators; 3) determination of indicator weights; 4) establishment of evaluation models. We further describe the working principle of each step, especially the methods for indicator selection and weight determination. Finally, we review the recently proposed evaluation models and the international standards of network operation and maintenance quality evaluation.
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1 Introduction

Great progress has been made in the research of communication technologies. The coverage of voice network has been expanding, the 4G network has been widely put into use, and the 5G technology is continuously developing [1]. With the popularity of mobile communication devices, the number of users has also been increasing explosively, which makes the competition among major carriers become fiercer [2]. In order to take up more market share, the carriers utilize various approaches such as market research, user questionnaire, drive test, and network quality evaluation. Network quality evaluation is a comprehensive approach, involving quality of service evaluation, the efficiency of maintenance evaluation, etc. Quality evaluation is also utilized in education, economics, management and other fields. It is a good way to assess work results and improve work methods.

In the process of network quality evaluation, we usually use indicators to measure the quality of network in different aspects. These indicators come from drive test data, ticket data or alarm data supplied by the carriers. However, with the expansion of communication networks and services, various device types and the huge number of devices bring difficulties to traditional evaluation methods for the quality evaluation of operation and maintenance. First of all, it is impossible to take all of the original indicators into the evaluation process, since the traditional indicator selection methods need too much resource and lacks objectivity and comprehensiveness. Second, data heterogeneity caused by different types of devices from different manufacturers makes data integration a challenge. In addition, the expansion of user groups and network scopes, as well as the use of automatic drive test technology, has also brought a surge of data, which inevitably has an impact on the efficiency of calculation.

How to establish a proper and accurate quality evaluation model for network operation and maintenance has become an important issue. The international standard organizations, such as International Telecommunications Union (ITU) and Telecom Management Forum (TMF), have defined the quality of service (QoS) models and the related parameters [3] - [8]. Many researchers at home and abroad have proposed their quality evaluation models or methods. This paper conducts a survey on the research about how to evaluate the quality of network operation and maintenance and sums up the general construction process of the evaluation model.

2 Construction Process of Quality Evaluation Model

The methods for obtaining the condition of a network in-
clude custom survey, alarm systems, ticket records, drive tests, etc. The alarm systems record the data, such as fault elements, fault occurrence time, failure time, which is the primary reference for carriers to predict and resolve the emergent problems. The ticket records include handling time, reply delay, failure cause, solving methods and influence, which is always used for evaluating maintenance efficiency. The drive test is the most common method in the industry to test the wireless signal. It can provide the signal strength, voice quality, business establishment success rate, average throughput of uplink and downlink, and some other crucial data. The automatic drive test system has been popular in recent years, making it possible to expand the scope and increase the frequency of the test, therefore get more accurate data and reduce the costs. The explosive growth of the data mentioned above, which is derived from various sources and has different formats, brings challenges to the traditional manual evaluation methods.

Many researchers have proposed their quality evaluation models and methods, and have improved the key technologies. We summarized the general process of constructing the quality evaluation model of network operation and maintenance by taking a survey on the state-of-the-art technologies in detail. The process can be divided into the following four steps:

1) Evaluation indicator selection: In this step, we pick up important indicators from the original indicator set to reduce the difficulty of data processing and calculation. At the stage of choosing the indicators, an important principle is that the indicators should be as comprehensive as possible without information overlap.

2) Data process for chosen indicators: The major task is to change data into a unified format which can make it easy to calculate and integrate. First we quantify the qualitative data, that is, change the natural language data into numerical terms. And then we process all the data of chosen indicators in a normalized way, so that the data will have the same units of measurement for mathematical operations, such as adding or multiplying.

3) Determination of indicator weights: In this step, we utilize the weight to reflect the importance of the chosen indicator. Then we do some mathematical operations according to the weight of indicators to enhance the accuracy of the evaluation result. Although there are many studies relying on expert experience to specify the weight, those methods may result in different evaluations for different experts. In this article, we sum up the objective weight determination methods which could reduce human participation as far as possible to ensure the accuracy and objectivity of a quality evaluation model.

4) Establishment of evaluation model: The final step is to determine the proper evaluation formula. We study on how to combine weights and data and how to combine the scores of each indicator to get the final evaluation results.

When a quality evaluation model is constructed, these four steps are in a linear order. We select the crucial indicator first to reduce the amount of data, which will make the following processes easier. And only the data are standardized to the same dimension can they be utilized to weight calculation and the final integration operation.

3 Evaluation Indicators Selection

The evaluation indicators indicate the evaluation content and the evaluation result is obtained by statistical analysis of the evaluation indicators. With the progress of communication technology, the communication network is becoming complex, and the service provided by carriers diverse, which leads to the increase of the number of relevant indicators. Evaluating all the indicators will result in great computation complexity and information overlap. So we should obtain a smaller indicator set of network operation and maintenance quality evaluation model by filtering the original indicator set. The selected indicator set should be concise enough without missing the information of the original indicator.

Traditionally, the indicator selection is usually completed by experts based on subjective experience. Although the indicator set obtained in this way is concise and specific, it cannot guarantee the comprehensiveness and non-overlapping of the indicator information. Several international standard organizations have proposed some general models and the related terminology definitions, but has not given the concrete appraisal target. Therefore, we surveyed the literature [9]–[11] and summed up a number of commonly used indicator selection methods.

LI et al. [9] proposed an indicator classification method which requires multiple data sets to compute the cross-correlation coefficients of indicators in different datasets. The cross-correlation coefficient is usually used in the signal domain to indicate the similarity between two signal curves. We utilize the absolute value form of the cross-correlation coefficient for analyzing. The greater the absolute values of two indicators indicate, the more similar they are. The data sequence of an indicator is a kind of time series data, which is similar to the discrete signal data. The correlation coefficient could be utilized to represent the similarity between two indicators. Suppose two indicators x and y are time series data with m samples respectively, then the formula of the correlation between the two indicators could be represented as $r_{xy}$:

$$r_{xy} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \cdot \sum_{i=1}^{n} (y_i - \bar{y})^2}},$$

where $x_i$ and $y_i$ represent the $i$-th sample of indicators $x$ and $y$ respectively, and $x$ and $y$ are the mean values of these two indicators.

According to the law of correlation, two indicators are highly correlated when the absolute value of the correlation number is greater than 0.7 [9]. The paper takes many different data sets into account, and calculates the correlation of the chosen indi-
cators respectively. Two indicators are similar if they are highly correlated in most datasets. Then we can use one of them to represent this class of indicators.

DENG et al. [10] made a detailed description of the conditional generalized minimum variance method, which is similar to the method mentioned above. But this method does not involve correlation coefficient in judging the similarity between indicators. In this paper, if the value of an indicator set is constant meanwhile the amplitude variation of another indicator set is very small, the two indicator sets have a strong correlation. If we delete one of it, there will be tiny information loss. This method arranges the data sequences of the chosen indicator set as a matrix. The length of each data sequence should be the same. Then it uses the determinant of the matrix, that is, the generalized variance to reflect the change of the indicators. The range of generalized variance is between 0 and 1. The larger the generalized variance is, the more independent the indicator data series is. If the data sequences of two indicators are linearly related, the generalized variance is 0.

After using the method mentioned in literature [9] to divide the indicator set into several classes, the next step is to choose the appropriate indicators in each class to represent the entire class. Similarly, when the two indicator sets have similar information, we need to determine which one to be deleted in the method in [10]. In the industry there is no appropriate method now, but we can use the expert experience to choose the more commonly used and more representative indicators. This method is not only objective and accurate, but also takes the key indicators of carriers concerned into account, which accords with economic benefit.

Another method, principal component analysis is mentioned in the literature [11]. This method changes a given set of related variables into another set of uncorrelated variables by linear transformation and keeps the total variance of the variables constant. The new variables are arranged according to the descending order of variance. The variable with the largest variance is called the first principal component, the variable with the second variance the second principal component, and so on. The preceding variable has more significant influence on the result of the evaluation and should be retained while the latter variable has less influence and should be discarded. We use the method of characteristic root to determine whether a variable should be retained; that is, if the characteristic root of a variable is greater than 1, it will be retained and vice versa. Although this method is just a rule of thumb, many examples have proved it very simple and reliable.

The indicator classification method based on correlation and the conditional generalized minimum variance method are same in concept. Both the methods remove the indicators which have similar information from the original indicator set. The difference between the two methods is that different parameters are utilized to calculate the similarity between the indicators. The principal component analysis can also get the importance of indicators, but it may need a great amount of computation.

4 Data Process for Chosen Indicators

The indicator set may contain some qualitative indicators, which need to be quantified, and then can be combined with other quantitative indicators. Quantitative indicators are indicators which have numerical values while qualitative indicators are indicators whose member is the evaluation or description of the subjects. Qualitative indicators usually include categorical and sequential indicators [12]. We can use the mean or the median method to quantify the sequential indicators, which has a clear order or degree of relationship between the indicators. Literature [10] uses a median approach. Assuming that an indicator has n values, \( a_1, a_2, ..., a_n \), after the quantization process the value becomes \( X_1, X_2, ..., X_n \). Assuming \( a_i \) as a normal distribution, we divided the \( X_i \) value into n segments according to a probability distribution, and \( X_i \) is the median of each segment, where \( X \) follows the N (0, 1) distribution. By querying the normal distribution table, we can get the value of \( X_i \).

The value of categorical indicators usually is unstructured and disordered. It is challenging to use objective methods to quantify categorical indicators. Most of the examples rely on expert experience for a rough estimate. This type of data usually appears in coal mining, water conservancy, finance and services industries. In the network operation and maintenance quality evaluation, this data mainly appears in the manual fill in ticket data, such as “business impact”, “troubleshooting results” and other indicators. ZHANG et al. [13] used a statistical figure collecting method, which is a subjective quantification approach for qualitative indicators. In this method, the experts give their prediction about the range of the evaluation. The range given by different experts on the same indicators may be different. A smaller range indicates greater accuracy of prediction and vice versa, and thus determines the weight of each expert. By combing the weight, we can get the comprehensive quantification value, according to statistical figure collecting principles.

In addition, the selected indicator data needs to be normalized. Normalized processing refers to the elimination of the impact of the magnitude by changing the actual value of the indicators to a normalized form that can be integrated with other indicators, which makes it possible to integrate the evaluation of indicators. The normalized processing methods commonly used are the Z-score normalization method and min-max normalization method [14]. When normalizing the data, we need to divide the indicators into negative indicators and positive indicators. The negative indicator means that the increase of indicator value has a negative impact on the object, while the positive indicator is the indicator that has a positive impact when its value increases. Assume that the indicator \( l \) has the data sequence \( d_1, d_2, ..., d_n \), where the maximum value is \( d_{max} \) and the minimum value is \( d_{min} \). Using the min-max normalization method, we can get the normalized value \( d' \) of \( d \) as follows:

\[
    d' = \frac{d - d_{min}}{d_{max} - d_{min}}
\]
5 Determination of Indicator Weights

The weight determination is the most important step in the construction of an evaluation model. A reasonable weight set will enhance the accuracy of the evaluation results. Traditionally, the weight determination relies on expert experience which requires a lot of human resources and lacks objectivity, and makes it difficult to reflect the differences between indicators. We have investigated and summed up the following several objective ways to determine the weight of indicators [10], [15] - [18].

The Analytic Hierarchy Process (AHP) is used to determine the weight [10], [16]. There are four methods of AHP: the geometric mean method, arithmetic mean method, eigenvector method, and least squares method. The basic principles and steps of these four methods are almost the same, which can be divided into three steps:

1) First of all, construct a hierarchical structure model that can be divided into three levels: the target layer, the criterion layer and the program layer. The number of hierarchical levels is related to the complexity of the problem. In general, the number of layers is not limited, but each element of the level should be less than nine.

2) Construct the judgment matrix for each level mentioned above. And conduct the single level ranking and take consistency test.

3) Finally, make the overall ranking and consistency test. And calculate the weight of each level, then integrate all the weights to a comprehensive one.

This method can be used to systematically analyze the problem with a little quantitative data. However, it will result in too many qualitative conclusions and makes it difficult to cope with the situation when there are excessive indicators.

One of the easiest ways is the standard deviation method [15], which uses the standard deviation of the indicator data to measure the degree of deviation of the data from the mean value. If the standard deviation of the data is larger, the variation of the indicator is larger between the different evaluation objects. That is to say, the indicator will provide the greater amount of information and make the greater effect in the evaluation, thus it should be given greater weight. The standard deviation method is used to calculate the i-th indicator’s weight w_i in the selected n indicators with the formula as follows:

\[ w_i = S_i / \sum_{i=1}^{n} S_i, \]

where \( S_i \) is the standard deviation of the data of the i-th indicator. In addition, regardless of which method is used, the sum of the weights of all the calculated indicators should be constant as 1.

The entropy method [17] is a thermodynamics concept, introduced by Shannon, which is used to measure the uncertainty. There is a similarity between the idea of the entropy method and the standard deviation method. The information entropy of a certain indicator is smaller, the degree of variation of the data is greater, which reflect the indicator and will provide more information therefore should be given greater weight. Suppose there are n indicators, each indicator has m data. The i-th indicator information entropy formula is as follows:

\[ E_i = - (\ln m) \sum_{j=1}^{m} p_{ij} \ln p_{ij}, \quad i = 1, 2, ..., n, \]

where \( p_{ij} = d_{ij} / \sum_{j=1}^{m} d_{ij} \) in which \( d_{ij} \) is the j-th data record of the i-th indicator, then the weight of the i-th indicator is:

\[ w_i = \frac{1 - E_i}{n - \sum_{i=1}^{n} E_i}, \quad i = 1, 2, ..., n. \]

The last weight determination method was proposed in [18]. The degree of similarity is expressed by introducing the conflict between the indicators. The greater the conflict between indicators, the higher the amount of information reflected when the indicators change, and vice versa. The conflict of i-th indicator is calculated as follows:

\[ c_i = \sum_{i' \neq i, j}^{n} (1 - r_{ij}), \quad i = 1, 2, ..., n, \]

where \( r_{ij} \) is the correlation coefficient between the i-th and i-th indicators. The calculation method of the correlation coefficient can refer to the formula in the indicator selection step. This method combines the aforementioned weights and conflict to obtain the final weight. The weight with conflict of the i-th indicator is determined by \( w_i \) and \( c_i \). The formula for calculating the weight with conflict of the indicator \( W_i \) is:

\[ W_i = \frac{w_i \times c_i}{\sum_{i=1}^{n} w_i \times c_i}, \quad i = 1, 2, ..., n. \]
weight determination method with conflict is one way to achieve this effect.

6 Establishment of Evaluation Model

The last step of building the model is to determine the evaluation formula, combined with the indicator data and the weight to get the final evaluation results. Commonly used evaluation formulas are the linear weighted sum, logarithmic linear weighted sum, mixed weighting, and so on, among which linear weighting is the simplest and easiest. Assuming that \( n \) indicators are selected, and the weights of each indicator are \( w_1, w_2, \ldots, w_n \). These indicators data sequence is \( d_1, d_2, \ldots, d_n \), then the evaluation formula of linear weighting method is:

\[
R = d_1 \cdot w_1 + d_2 \cdot w_2 + \ldots + d_n \cdot w_n.
\]  

(8)

After the calculation, we will get the score, a value within the range \([0, 1]\), of the object at a certain moment. In this way, the results of the same object at different times will be calculated; hence the fractional curve with time and the mass fluctuation of the object can be obtained. One can also use the top-N algorithm [19] to compare the scores of different objects at the same time and select the first \( N \) best or worst objects for analysis. Top-N analysis can narrow the scope of the problem, which is more suitable for carriers to improve prominent problems.

There are some problems existing in the quality evaluation model using the method mentioned above. It is difficult to explain the mean of each time node’s fraction, since it can only be explained by comparing with before and after time nodes’ fraction. So here a fuzzy comprehensive evaluation method [20] – [22] is introduced to evaluate the quality of network operation and maintenance. The method applies to the case that cannot clearly explain the "good" or "bad" quality, such as the quality of an object at any time node. The fuzzy comprehensive evaluation method also needs to complete indicator selecting, data processing and weight determining, and then needs to determine the membership function and establish the fuzzy evaluation matrix. There are many ways to determine the membership function, such as various types of F distribution. The comprehensive weight can function as a fuzzy evaluation matrix, shown in Table 1. The rows of the matrix are the various factors of the evaluation object and the columns are different grades. Each cell in this matrix is the degree of membership of the factor for the grade. If we synthesize all the columns, for example, taking an averaging operation, we will get the degree of membership to this grade of this object. By calculating the degree of membership to all grades, we choose the largest grade as the final evaluation of the object. We establish the fuzzy evaluation matrix as Table 1, where the data in this table are manually fill-in. We take three factors into account as "Call completing rate", "Reconstruction success rate" and "Uplink user average rate". And we evaluate each factor in three grades as "Good", "Medium" and "Bad". As shown in Table 1, the first cell is 47.6%, which means that the possibility of the call completing rate to be good is 47.6%. After synthesizing each column, we could get the degree of membership of each grade. Then we choose the largest grade as the final evaluation; in this example, the object has the largest possibility to be perfect.

7 International Standards

To deal with the large amounts of heterogeneous data, the standardization of network operation and maintenance quality evaluation methods has become a focus of attention in the industry. The International Organization for Standardization has proposed some general models for assessing network quality, which can serve as a reference for carriers to evaluate network performance, quality of service and so on. In the GB923 hand-book [3], the Telecom Management Forum (TMF) proposed a mapping model of key performance indicators (KPIs) and key quality indicators (KQIs). KPI is a measure of performance and KQI is an indicator of the quality of service, which is the integration and supplementation of KPI indicators. In both cases, KPI is based on network performance and KQI is a direct response to the business service performance of the end to end network. In GB923, two kinds of KQIs are defined. One is the product quality KQI, reflecting the quality of the agreement between the carrier and the user. The other is the quality of service KQI, reflecting the quality of a single service. The relationship between these two KQIs is that the quality of service KQI consists of a number of service elements of the KPI composition while the product quality KQI consists of a number of quality of service KQI composition, which ultimately forms as hierarchical structure of the key indicators (Fig. 1).

The International Telecommunication Union (ITU) also presents a general model for business performance in the E. 802 standard document [8]. The goal of this model is to analyze the performance issues in detail by a structured approach that facilitates the transformation of identified quality criteria into QoS parameters and can be described with easy-to-understand technical data. The model is expressed in the form of a matrix, where Y-axis is the performance factor of service, and X-axis is the criterion to measure service quality. These elements can cover most aspects of a telecommunication service. The models mentioned in these standard documents cannot be used directly in practice, considering the ac-

<table>
<thead>
<tr>
<th>Table 1. Examples of fuzzy evaluation matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call completing rate</td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Reconstruction success rate</td>
</tr>
<tr>
<td>Uplink user average rate</td>
</tr>
</tbody>
</table>
tual situation.

8 Conclusions

In this paper, we summarize the general process of evaluating network operation and maintenance quality, and divide the evaluation process into four steps: selecting the evaluation indicators, processing the data of chosen indicators, determining the weight of indicators, and establishing the evaluation model. The process can also be used in any quality evaluation model of other areas. We introduce each processing step, especially the objective methods which do not rely on expert experience. The general process above has been utilized to establish a network performance quality evaluation model for the Shaxi Branch of China Mobile. The experiment confirmed that this evaluation model has a good predictive effect on performance alerts.

A future direction could be developing a fully unsupervised method, such as clustering, for indicator selection. In addition, the question how to provide a reasonable explanation of the evaluation results and how to properly display the issues still calls for many efforts. Finally, in the actual scenarios of the network, different periods such as working days or weekends may follow different evaluation criteria, which also needs to be explored.
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An Improved Non–Geometrical Stochastic Model for Non–WSSUS Vehicle–to–Vehicle Channels
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Abstract: A novel non-geometrical stochastic model (NGSM) for non-wide sense stationary uncorrelated scattering (non-WSSUS) vehicle-to-vehicle (V2V) channels is proposed. This model is based on a conventional NGSM and employs a more accurate method to reproduce the realistic characteristics of V2V channels, which successfully extends the existing NGSM to include the line-of-sight (LoS) component. Moreover, the statistical properties of the proposed model in different scenarios, including Doppler power spectral density (PSD), power delay profile (PDP), and the tap correlation coefficient matrix are simulated and compared with those of the existing NGSM. Furthermore, the simulation results demonstrate not only the utility of the proposed model, but also the correctness of our theoretical derivations.
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1 Introduction

Vehicle-to-vehicle (V2V) communication plays a key role in intelligent transportation systems (ITS), which aims at improving the traffic efficiency, minimizing traffic accidents and enabling some new applications [1]. As a newly emerging communication technique, V2V communication faces research challenges and standardization problems, which limit its further development. Therefore, much research attention has been attracted to V2V channel modeling for facilitating the analysis and design of V2V communication systems [2], [3].

As addressed in [4], [5], V2V channel models can be categorized as geometry-based deterministic model (GBDM) [6] and stochastic model, and the latter can be further classified as non-geometrical stochastic model (NGSM) [7], [8] and geometry-based stochastic model (GBSM). The GBDM is characterized by V2V physical channel parameters in a completely deterministic approach, whereas its computational complexities increase with the accuracy requirement. Compared with GBDM, stochastic models have better tradeoff between accuracy and complexity, and thus have been widely used currently in V2V channel modeling. The authors in [9]–[15] proposed several GBSMs, which used the simplified ray tracing principle and equivalent scatterer concept to simulate propagation environment. Though the GBSM can be easily adapted to diverse scenarios, it is more complex than the NGSM. The NGSM determines physical parameters of the V2V channel in a completely stochastic manner without presuming any underlying geometry. In the literature [7], [8], two conventional wideband NGSMs were proposed and are both based on the tapped delay line (TDL) structure.

The wideband NGSM developed in [7] is a conventional channel model standardized by IEEE 802.11p. The NGSM in [7] includes the line-of-sight (LoS) component and has variable types of Doppler spectra for different delays. Specifically, due to the short distance of V2V communication, it often includes the LoS component, especially for the scenario with low vehicular traffic density (VTD). In order to identify the presence of LoS component, the model employs the Ricean fading. Moreover, in the NGSM [7], each tap contains several unresolvable
subpaths, and subpaths with different delays have different types of Doppler spectra, e. g., flat shape, round shape, classic 3 dB shape, and classic 6 dB shape. However, for simplicity, the NGSM [7] is based on the wide sense stationary uncorrelated scattering (WSSUS) assumption and only employs the Ricean fading, which cannot mimic the severe fading in V2V channels.

In the wideband NGSM [8], two characteristics of the V2V channels not considered in [4] are taken into account, i. e., non-stationarity and severe fading. Due to unpredictable traffic and changes in the size, location, as well as velocity of scatterers, the number of multipath components and strengths alter frequently, resulting in the non-stationarity in both time and frequency domains for V2V channels. The NGSM [8] employs the first-order two-state Markov chains and generates correlated stochastic variables to describe the non-stationarity in both time and frequency domains, respectively. Moreover, in V2V channels, the fading of multipath component is often worse than Rayleigh fading due to severer delay dispersion and Doppler dispersion. Hence, the model also describes the severe fading by means of the Weibull distribution, in which the tap amplitudes follow the Weibull distribution, with the fading parameter determining fading severity. However, since the NGSM [8] considers both non-stationarity and severe fading, it is difficult to further identify the existence of LoS component and possess variable types of Doppler spectra for different delays.

Based on the measurement data presented in above two conventional NGSMs, we can summarize four important and unique characteristics that exist in V2V channels, i. e., non-stationarity, severe fading, the existence of LoS component, and variable types of Doppler spectra for different delays. However, both NGSMs implement only half of the above four characteristics. Therefore, neither of the two conventional NGSMs can meet the requirements. Motivated by this, a new NGSM is desirable to be developed for non-WSSUS V2V channels.

To fill the aforementioned gap and accurately describe the characteristics of the V2V channel, we propose an improved model based on the NGSM [8] for non-WSSUS V2V channels. The proposed model not only considers the non-stationarity but also describes the severe fading in V2V channels, keeping the advantages of the NGSM [8]. Moreover, to mimic the V2V channel non-stationarity in frequency domain, channel models should generate correlated taps, which consist of the amplitude part and phase part. Since the amplitude and phase of taps are independent, the distribution of amplitude and phase should be properly modeled respectively. Specifically, the tap amplitude statistics can be modeled as Weibull distribution to mimic the severe fading. For simplicity, most papers defined a uniformly distributed phase over the interval as shown in [8] and [16]. However, the uniformly distributed phase leads to the corresponding channel taps having no ability to include the LoS component. To include the LoS component, the authors in [17] proposed a Laplace distributed phase. However, the Laplace distributed phase cannot mimic the scenarios without the LoS component. To further fill the gap, we propose a non-uniformly distributed phase, which is properly combined with the fading parameter used in the severe fading modeling. By changing value of the fading parameter, the proposed model can flexibly mimic different V2V scenarios with and without LoS components. The main contributions of this paper can be summarized as follows.

1) For the first time, we prove that it is inappropriate to impose a uniformly distributed tap phase, which causes the absence of LoS component.

2) We propose an improved NGSM with the non-uniformly distributed phase for non-WSSUS V2V channels, which extends the NGSM [8] to identify the presence of the LoS component. Therefore, the proposed model has the ability to mimic the aforementioned first three unique characteristics of V2V channels. The simulation results demonstrate that the LoS component is successfully added into Doppler power spectral density (PSD).

3) The effectiveness and accuracy of the proposed V2V channel model are validated by extensive simulations.

The rest of this paper has the following structure. In Section 2, we describe the construct steps of the NGSM in [8] and propose an improved NGSM. The simulation results of the proposed model for different scenarios, including Doppler PSDs, power delay profile (PDP), and the tap correlation coefficient matrix are provided and analyzed in Section 3 in comparison with the NGSM [8]. Finally, conclusions are drawn in Section 4.

2 Channel Models for Non-WSSUS V2V Channels

In this section, we first review the construct steps of the NGSM in [8] and prove that imposing a uniformly distributed tap phase is inappropriate. Then, an improved NGSM with non-uniformly distributed tap phase is proposed.

2.1 Conventional NGSM with Uniform Phase Distribution

The construct steps of existing NGSM [8] include three parts: non-WSS modeling, non-US modeling, and severe fading modeling. In this section, we will briefly describe the construct steps of the model and prove that it is too restrictive to impose a uniform phase distribution in the NGSM [8].

2.1.1 Non-WSS Modeling

Due to unpredictable traffic and changes in the size, location, and velocity of scatterers, the number of multipath components and strengths alter frequently. Based on the literature [18], the NGSM in [8] represents the non-WSS characteristic by employing the “birth and death” process with persistence process $Z_t(t) = \{0, 1\}$ in V2V channel model, where tap “off” means below 25-dB threshold from the main tap.
Such thresholding methods [19]–[21] are widely used in the literature to limit the number of taps to those that have the non-negligible energy [8].

In addition, the state transition process of the on/off process can be described by first-order two-state Markov chains, and the transition (TS) matrix and the steady-state (SS) matrix [8] can be given by

\[
TS = \begin{bmatrix} P_{00} & P_{01} \\ P_{10} & P_{11} \end{bmatrix}, \quad SS = \begin{bmatrix} P_0 \\ P_1 \end{bmatrix},
\]

(1)

where each element \( P_{ij} \) in matrix TS is defined as the probability of going from state \( i \) to state \( j \), and each SS element \( P_i \) gives the “steady-state probability” associated with the \( j \)th state.

Then, the channel impulse response (CIR) of the NGSM in [8] can be expressed as

\[
h(t,\tau) = \sum_{k=1}^{N} z_k(t) c_k(t) \delta(t - \tau_k) \times \exp\left(2\pi f_d k \left(t - \tau_k - f_c \cdot \tau_k\right)\right),
\]

(2)

where \( z_k(t) = [0, 1] \) is a persistence used to account for the finite “lifetime” of the propagation paths. \( h(t,\tau) \) denotes the channel output at time \( t \) due to an impulse input at time \( t - \tau \). \( c_k(t) \) represents the \( k \)-th received amplitude, the exponential term represents the \( k \)-th received phase, and the \( k \)-th echo path has a time-varying propagation delay \( \tau_k \). The \( \delta \) function is a Dirac delta (impulse), and \( f_c \) is the carrier frequency in Hz. The term \( f_d k \) represents the Doppler shift, which is associated with the \( k \)-th received multipath echo.

2.1.2 Non-US Modeling

Non-US characteristic reflects the impacts of correlation on different paths/taps, which represents the delay domain characteristics. To accurately represent correlated scattering (non-US) characteristic, the model generates complex Gaussian stochastic variables. As shown in Fig. 1, the correlated complex Gaussian stochastic variables can be generated with any desired correlation coefficients.

The process to generate correlated complex Gaussian stochastic variables with correlation \( \rho^c \) from pairs of uncorrelated Gaussian stochastic variables is as follows: 1) Generate uncorrelated complex Gaussian stochastic variables \( V \) through the independent Gaussian stochastic variables; 2) using Cholesky decomposition of the correlation matrix \( LL^H = \rho^c \) to determine the coloring matrix \( V \), where \( L^H \) is the Hermitian transpose of \( L \); 3) Generate correlated complex Gaussian stochastic variables by means of \( W = LV \).

2.1.3 Severe Fading Modeling

In V2V channels, due to more severe delay dispersion, Doppler dispersion, and non-stationarity characteristics, the fading of multipath component is often worse than Rayleigh fading. As addressed in [22], overall, the best fit for the largest number of taps is obtained by means of the Weibull distribution. Therefore, in the NGSM [8], the tap amplitude statistics are modeled as the flexible Weibull distribution, which can be written as

\[
p_w(x) = \frac{\beta}{\alpha^\beta} x^{\beta-1} \exp\left(1 - \left(\frac{x}{\alpha}\right)^\beta\right),
\]

where \( \alpha = \sqrt{\mathbb{E}(x^2) / T \left(2\beta + 1\right)} \) denotes a scale parameter and \( \beta \) is a fading parameter to represent fading severity. When \( \beta = 2 \), the Weibull distribution can be transformed to the well-known Rayleigh distribution, and as \( \beta \) increases, the situation in which the signal becomes more deterministic. When \( \beta \) is large enough, it means that the LoS component will exist in the V2V communications. However, when \( \beta < 2 \), the severe fading will exist in the V2V channel.

As can be seen from the above analysis, severe fading modeling can be implemented by the Weibull stochastic process, whereas Weibull stochastic process can be obtained by a complex Gaussian stochastic process [23]. Specifically, the detail construction steps of the NGSM in [8] is shown in Fig. 2. As can be readily observed from the figure, the time correlated domain of the model is implemented by means of the linear convolution for the Gaussian stochastic process. In order to maintain the type of Doppler spectra, the NGSM in [8] employs the separation of amplitude and phase, in which only the amplitude is transformed with complex exponentiation \( 2/\beta \). Whereas, the phase is not be transformed, which is directly separated from the complex Gaussian stochastic variables.

The phase is gained directly from the complex Gaussian stochastic process and if we do not consider the time correlation, the phase will follow a uniform distribution over \([-\pi, \pi]\). Consequently, the tap amplitude follows the Weibull distribution and the tap phase follows the uniform distribution. Thus, the stochastic variables can be expressed as
\[ \bar{\omega}_k = \left| \bar{\omega}_k \right| e^{j\phi_k} = \left| \bar{\omega}_k \right| e^{j\phi_k}, \phi_k \in [-\pi, \pi], \]  
(4)

where the number of taps is assumed to be \( K \) and \( \phi_k \) is the tap phase of the NGSM [8].

Due to the phase \( \phi_k \) with a uniformly distributed over \([-\pi, \pi]\), the mean of the NGSM [8] can be calculated as

\[ E(\bar{\omega}_k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left| \bar{\omega}_k \right| e^{j\phi_k} d\phi_k = 0. \]  
(5)

The uniformly distributed tap phase denotes zero-mean in-phase and quadrature components, which causes the absence of LoS component in NGSM [8]. However, based on the aforementioned analysis, the existence of LoS component is one of the important and unique characteristics of V2V channels. Consequently, we can conclude that it is inappropriate to impose a uniformly distributed tap phase. To fill up the aforementioned gaps and accurately describe the characteristics of the V2V channel, an improved model with a non-uniform phase distribution is described thereafter.

### 2.2 Improved NGSM with Non-Uniform Phase Distribution

In this section, an improved NGSM with non-uniformly distributed tap phase is proposed, which is based on the existing NGSM [8]. The process to develop the improved model also consists of three parts: non-WSS modeling, non-US modeling, and severe fading modeling. However, the proposed model employs a more accurate method to represent the characteristics of V2V channels, which extends the NGSM [8] to have the ability to include the LoS component.

As can be seen from the above analysis, LoS component cannot be included in the NGSM [8]. This is because the tap phase is directly gained from the separation from Gaussian stochastic process and follows a uniform distribution in the interval \([-\pi, \pi]\), which causes the absence of the LoS component. Thus, the uniformly distributed tap phase must be changed. Specifically, in the Weibull stochastic process, the amplitude and the phase of complex Gaussian stochastic variables are both transformed with complex exponentiation \( 2/\beta \), and then the complex Gaussian stochastic variables are separated into the amplitude part and the phase part since the amplitude and phase of the complex stochastic variables are independent on each other. As a result of the above transformation, \( \beta \) affects equivalently the amplitude part and the phase part. Consequently, the tap amplitude follows the Weibull distribution and the tap phase follows non-uniform distribution. Above all, the constriction steps of the improved model are shown in Fig. 3.

With \( \beta \) being increased, the resulting tap phase concentrates within a smaller phase range, as expected. Consequently, an impulse at zero occurs as \( \beta \to \infty \). Also, when \( \beta = 2 \), a uni-
formally distributed phase occurs, and the stochastic variables of the improved model can be expressed as

$$\overline{\tilde{W}}_k = \tilde{\hat{V}}_k e^{j2\beta_1},$$

$$\hat{\phi}_k \in [\pi, \pi], \hat{\phi}_k' \in [-2\pi/\beta, 2\pi/\beta].$$

where the number of taps is assumed to be $K$ and $|\tilde{\hat{V}}_k|$ is the tap amplitude, which follows the Weibull distribution. $\hat{\phi}_k'$ is the tap phase of the improved model and follows the non-uniform distribution, which is a linear function of the uniformly distributed phase. Specifically, the tap phase of the improved model can be given by

$$\hat{\phi}_k' = \hat{\phi}_k \cdot 2/\beta_1.$$ 

Similarly, the mean of the improved model can be calculated as

$$E(\overline{\tilde{W}}_k') = \frac{1}{2\pi} \int_{-2\pi/\beta}^{2\pi/\beta} |\tilde{\hat{V}}_k| e^{j2\beta_1} e^{j2\beta_1} d\hat{\phi}_k' = \frac{|\tilde{\hat{V}}_k|^{2\beta_1}}{\beta} (1 - \frac{4\pi}{\beta} e^{j\pi/\beta}) e^{j\pi/\beta} \hat{\phi}_k' \neq 0.$$ 

Equation (8) shows that as $\beta$ increases, the tap phase concentrates within a smaller range, resulting in $E(\overline{\tilde{W}}_k') \neq 0$. Furthermore, on comparing (5) and (8), we can conclude that the improved model with non-uniformly tap phase no longer denotes zero-mean in-phase and quadrature components, the Doppler PSD will show a dominant frequency component, which is able to describe the existence of LoS component [24]. Thus, the results demonstrate the advantage of our proposed method.

Further analysis shows that each tap of V2V channels exhibits serious Doppler spread due to the high mobility of vehicles, and the phase distribution ranged from $[-\pi, \pi]$ is not enough to represent the serious Doppler environment adequately. The non-uniformly distributed tap phase that derived from the conventional definition of the fading parameter $\beta$ is more accurately used to describe the characteristics of V2V channels. Equation (8) allows further observations: the $E(\overline{\tilde{W}}_k')$ and $\beta$ is positively correlated, which means that with $\beta$ being increased, the signal becomes more deterministic and the LoS component is also larger [24].

It is also worth noting that the transformation of phase does not influence the amplitude of complex Gaussian stochastic variables, so that this improvement does not have impact on the type of Doppler spectra and the tap correlation coefficient matrix.

3 Simulation Results and Analysis

In this section, the statistical properties of the proposed model in different scenarios, including Doppler PSD, PDP, and the tap correlation coefficient matrix are simulated and compared with those of the NGSM in [8]. To better compare the performance of the two models, the following key parameters are utilized to obtain the simulation results, which are the same as those in [8]. Specifically, the key parameters can be set as the carrier frequency $f_c = 5.12\,\text{GHz}$, the bandwidth $BW = 10\,\text{MHz}$, and the duration of each “birth and death” process state (i.e., the coherence time of the channel) $T_c = 0.0005 - 0.001\,\text{s}$. Moreover, all the simulation scenarios are also the same as those in [8], including Small City (S), Urban-Antenna Outside Car (UOC), Urban-Antenna Inside Car (UIC), Open-Area High Traffic Density (OHT), and Open-Area Low Traffic Density (OLT).

Fig. 4 provides the comparison between the Doppler PSD of
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(c) Open-Area High Traffic Density (OHT)

(d) Open-Area High Traffic Density (OHT)

(e) Urban-Antenna Inside Car (UIC)

(f) Urban-Antenna Inside Car (UIC)

(g) Open-Area Low Traffic Density (OLT)

(h) Open-Area Low Traffic Density (OLT)
the model in [8] and the improved model. Due to the similar Doppler PSD for each scenario, for simplicity, we select scenario S to analyze the simulation results. As can be readily observed from Fig. 4a, for scenario S, the maximum Doppler shift $f_{\text{D, max}}$ is about 500 Hz and the type of Doppler PSD is “classic 3 dB”. Specially, we notice that Doppler PSD of the NGSM [8] shows no dominant LoS component. In Fig. 4b, the simulation results of the improved model for scenario S. It is obvious that maximum Doppler shift $f_{\text{D, max}}$ is still 500 Hz and the Doppler PSD is also “classic 3 dB”. As expected, Doppler PSD of the improved model has a strong narrow peak in the middle, which is characteristic to communications in presence of LoS component [25] - [27]. Moreover, the energy of taps with fading parameter $\beta < 2$ is obviously lower than that of other taps, which is consistent with the model in [8]. This is because in the improved model, we also employ $\beta < 2$ to describe the severe fading in V2V channels. The excellent agreement between the theoretical and measured Doppler PSD confirms the utility of the improved model. Therefore, the simulation results demonstrate that the improved model also has the ability to mimic the severe fading, keeping the advantages of the model in [8].

To further validate the utility of the proposed model, we compare our model with measurement data and model in [7] as shown in Fig. 5. It is clear that Doppler PSD of the model in [7] has a dominant narrow peak in the middle to identify the presence of LoS component, which is consistent with that of the improved model. Therefore, we can conclude that on the basis of maintaining the merits of the model in [8], the improved model can mimic the existence of LoS component and better mimic the characteristics of V2V channels.

In Table 1, we show the tap correlation coefficient matrix of the NGSM in [8] and the improved model for scenario UIC, respectively. The tap correlation coefficient matrix is defined as

$$\rho = \begin{bmatrix} r_{ij} \end{bmatrix} = \frac{\text{cov}(\alpha_i, \alpha_j)}{\sqrt{\text{var}(\alpha_i) \cdot \text{var}(\alpha_j)}}$$

where $[r_{ij}]$ is the coefficient between tap $i$ and $j$, $\text{cov}(\cdot)$ denotes covariance and $\text{var}(\cdot)$ denotes variance. Since the correlation coefficient matrix is symmetric about the diagonal, we only need to specify the upper or lower triangular part; for brevity, the lower triangular part corresponds to correlations between taps for the improved model, whereas the upper triangular part corresponds to corre-

![Figure 4. The Doppler PSD of different models for different scenarios. (a) Doppler PSD of the model in [8] for S scenario; (b) Doppler PSD of the improved model for S scenario; (c) Doppler PSD of the model in [8] for OHT scenario; (d) Doppler PSD of the improved model for OHT scenario; (e) Doppler PSD of the model in [8] for UIC scenario; (f) Doppler PSD of the improved model for UIC scenario; (g) Doppler PSD of the model in [8] for OLT scenario; (h) Doppler PSD of the improved model for OLT scenario; (i) Doppler PSD of the model in [8] for UOC scenario; (j) Doppler PSD of the improved model for UOC scenario.](image)

<table>
<thead>
<tr>
<th>$i, j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0000</td>
<td>0.1989</td>
<td>0.0555</td>
<td>0.0481</td>
<td>0.0977</td>
<td>0.1074</td>
<td>0.3504</td>
</tr>
<tr>
<td>2</td>
<td>0.1965</td>
<td>1.0000</td>
<td>0.1477</td>
<td>0.1495</td>
<td>0.0974</td>
<td>0.2329</td>
<td>0.1999</td>
</tr>
<tr>
<td>3</td>
<td>0.0573</td>
<td>0.1411</td>
<td>1.0000</td>
<td>0.2298</td>
<td>0.0106</td>
<td>0.1368</td>
<td>0.1496</td>
</tr>
<tr>
<td>4</td>
<td>0.0474</td>
<td>0.1350</td>
<td>0.2342</td>
<td>1.0000</td>
<td>0.2189</td>
<td>0.2088</td>
<td>0.1143</td>
</tr>
<tr>
<td>5</td>
<td>0.1066</td>
<td>0.0976</td>
<td>0.0152</td>
<td>0.2092</td>
<td>1.0000</td>
<td>0.1600</td>
<td>0.0000</td>
</tr>
<tr>
<td>6</td>
<td>0.1159</td>
<td>0.2363</td>
<td>0.1512</td>
<td>0.1977</td>
<td>0.1524</td>
<td>1.0000</td>
<td>0.2600</td>
</tr>
<tr>
<td>7</td>
<td>0.3249</td>
<td>0.1938</td>
<td>0.1442</td>
<td>0.1211</td>
<td>0.0012</td>
<td>0.2600</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
As can be seen from the figure, the Doppler PSD of different models. (a) (b) Doppler PSD of the improved model; (c) (d) Doppler PSD of the model in [7].

Fig. 6 shows a comparison between the PDP of the NGSM in [8] and the improved model in each scenario: UIC, UOC, OHT, S, and OLT [8]. As can be seen from the figure, both in the NGSM [8] and the improved model, the spread delay in UIC scenario is more severe than others. This is because in the UIC scenario, antenna is inside the vehicles, resulting in more obstacles in channel propagation. We can also notice that in OLT scenario, the scattering and reflection caused by moving vehicles are less than other scenarios with short spread delay, and the energies are concentrated in the first tap, which is also confirmed in the literature [27]. Furthermore, it is obvious that PDP of two models for each scenario has some difference. The cause for this difference is the presence of the dominant LoS component in the improved model. Comparatively speaking, the LoS component is successfully added in the improved model and the energy is more centered in the first path. In this way, the proportion of energy in other paths has a visible decline and the fading is more obvious, which means multipath effect is more apparent as well. Therefore, the comparison of
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PDP also validates that the improved model properly includes the LoS component.

As can be seen from the above analysis, we compare the NGSM in [8] with the improved model, and the results can be shown in Table 2.

Table 2 shows the comparison results between the NGSM in [8] and the improved model. We can readily observe that both models are based on the assumption of non-WSSUS and describe the severe fading by means of Weibull distribution. In addition, the improved model remains the tap correlation coefficient matrices of the NGSM [8] fortunately, realizing the correlated scattering between each tap. Moreover, from the simulation results of the PDP, it is also obvious that both models implement delay dispersion well. However, compared with the NGSM [8], the improved model includes a dominant LoS component into the Doppler PSD and thus has the ability to describe the presence of LoS component. Consequently, we can conclude that the improved model fills the aforementioned gap and is more accurate to describe the characteristics of V2V channels.

4 Conclusions

In this paper, a novel NGSM for non-WSSUS V2V channels has been proposed, which is based on a conventional NGSM in [8]. The proposed NGSM employs a method of generating non-uniformly distributed phase in the Weibull distribution, which extends the NGSM [8] to include the LoS component. It also has been demonstrated by the simulation results that compared with the NGSM [8], the proposed model has added a dominant LoS component into Doppler PSD and thus has explicitly identified the presence of LoS component. Furthermore, the comparison of the PDP has shown that the energy is more centered in the first path in the proposed model. Therefore, it has been verified by the simulation results that the proposed model is more accurate to describe the characteristics of V2V channels.

![Figure 6. PDP of the NGSM in [8] and the improved model for each scenario.](image)

Table 2. Comparison of the NGSM in [8] and the improved model

<table>
<thead>
<tr>
<th>NGSM in [8]</th>
<th>Improved model</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-WSSUS</td>
<td>non-WSSUS</td>
</tr>
<tr>
<td>severe fading (achieved)</td>
<td>severe fading (achieved)</td>
</tr>
<tr>
<td>good implementation of delay dispersion</td>
<td>good implementation of delay dispersion</td>
</tr>
<tr>
<td>the number of taps determined based on the RMS of delay time</td>
<td>the number of taps determined based on the RMS of delay time</td>
</tr>
<tr>
<td>no description of LoS component</td>
<td>a good description of the LoS component</td>
</tr>
</tbody>
</table>

LoS: line-of-sight
NGSM: non-geometrical stochastic model
RMS: root-mean-square
WSSUS: wide sense stationary uncorrelated scattering

Note: By comparing with the model in [8] as shown in Table 1 and Fig. 4, it is clear that the proposed model can properly mimic the non-stationarity and severe fading. While comparing with the model in [7] as shown in Fig. 5, one can see that the proposed model can mimic the existence of LoS component.
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Abstract

This paper presents an improved non-geometrical stochastic model for non-WSSUS Vehicle-to-Vehicle (V2V) channels. The model considers the effects of non-isotropic antennas, path loss, and multipath propagation. Simulation results show that the proposed model accurately predicts the power delay profile and frequency response of V2V channels, outperforming existing models. This work is crucial for the development of efficient communications systems in vehicular environments.
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Fiber–Wireless Integrated Reliable Access Network for Mobile Fronthaul Using Synclastic Uniform Circular Array with Dual–Mode OAM Multiplexing

Abstract: We propose an access network that integrates fiber and wireless for mobile fronthaul (MFH) with simple protection capabilities, using dual-mode orbital angular momentum (OAM) multiplexing. We experimentally demonstrate a 3.35 Gbit/s DMT-32QAM pre-equalized system with 10 km and 15 km fiber links in the 5.9 GHz band; then there is a link of two channels with a 0.5 m wireless link.

Keywords: OAM; fiber-wireless integrated access network

1 Introduction

Driven by emerging mobile devices and mobile multimedia, mobile data traffic is exponentially increasing. Different multiplexing technologies are researched and discussed. In order to provide end users with multi-gigabit wireless link rates, fiber-wireless integrated access networks have proven their potential for more efficient traffic offload and flexibility [1] - [5]. Millimeter wave (MMW) that provides a friendly infrastructure for high-throughput wireless services with low cost, abundant bandwidth, and rapid deployment is an efficient physical link for mobile fronthaul (MFH), which has been extensively studied. Photonics-aided MMW generation for the MFH that can leverage existing fiber to the home (FTTH), passive optical network (PON), and wavelength division multiplexing (WDM) PON in the future[2] - [6]. However, tree-based network topologies lack simple and cost-effective protection or recovery capabilities.

At the same time, orbital angular momentum (OAM) has been proposed as an emerging multiplexing technique to further improve spectral efficiency and channel capacity in radio communications due to mutual orthogonality of different modes [7] - [9]. In principle, many orthogonal modes of OAM can be used for multiplexing and demultiplexing with low crosstalk. Therefore, using various antennas to generate OAM beams in the radio domain has been extensively studied in the research community. By simultaneously transmitting different OAM modes, synclastic uniform circular array (UCA) has attracted increasing interest. Based on the multi-layer design, a synclastic UCA is proposed for OAM generation and dual mode communication [8] - [10]. The integration of OAM in the low-frequency radio domain and optical fiber for MFH is an attractive alternative.

In this paper, we propose a fiber-wireless reliable access network for MFH, which integrates fiber and wireless with dual-mode OAM multiplexing to verify the performance of an optical OAM transmission architecture based on DMT technology. Two modes from one synclastic UCA are assigned two different fiber links that may have simple protection capabilities. We experimentally demonstrate a 3.35 Gbit/s DMT-32QAM fiber-wireless integrated system with pre-equalization (Pre-EQ) in the 5.9 GHz band. After 10 km and 15 km fiber transmission, the two modes are transmitted simultaneously through a 0.5 m wireless link respectively.

2 Principle of Antenna

The synclastic UCA, in which the elements are placed in a circular ring and have the same orientation, is an array configuration of very practical interest. A typical synclastic UCA mod-
el with eight elements is presented in Fig. 1 and the corresponding free space propagation geometry with synclastic UCAs is also illustrated. In Fig. 1b, we assume that N isotropic elements are equally placed on the $x-y$ plane along a circular ring with radius of $a$. The normalized field of the whole array can be written as

$$E_a = \sum_{n=1}^{N} a_n \cdot e^{-iR_n}$$

$$a_n = I_n e^{i\varphi_n} = I_n e^{i[\phi_n + 2\pi n]}$$

$$E_{n0} = \frac{e^{-i\varphi_n}}{r} \sum_{n=1}^{N} a_n I_n e^{i\left[k_{n0} \cos{\theta} \cdot a_n + \varphi_n \cdot e_n\right]}$$

where $k$ is the Boltzmann constant, $R_n$ is the distance from the $n$th array element to the $n'$-th observation element, and $a_n$ is the

$$a_n = I_n e^{i\varphi_n} = I_n e^{i[\phi_n + 2\pi n]}$$

where $I_n$ is the amplitude excitation and $\varphi_n$ is the phase excitation of the $n$-th element. And $\varphi_n$ is the assumed system reference phase, $N$ is the number of the elements of an array, and $l$ is the mode of the OAM.

Assuming that $r \geq a$ and $R_n = r$, the electric field of the $n'$-th element in the receiving array transmitted by the $n$-th element in the transmitting array is

$$E_{n0} = \frac{e^{-i\varphi_n}}{r} \sum_{n=1}^{N} a_n I_n e^{i\left[k_{n0} \cos{\theta} \cdot a_n + \varphi_n \cdot e_n\right]}$$

where $\varphi_n$ is the phase of the element in the receiving array. Thus, the electric field of the $n'$-th element in the receiving array can be derived as

$$E_{n0} = \frac{e^{-i\varphi_n}}{r} \sum_{n=1}^{N} a_n I_n e^{i\left[k_{n0} \cos{\theta} \cdot a_n + \varphi_n \cdot e_n\right]} =$$

$$\left[ \frac{e^{-i\varphi_n}}{r} \sum_{n=1}^{N} a_n I_n e^{i\left[k_{n0} \cos{\theta} \cdot a_n + 2\varphi_n + 2\pi n\right]} \right] \cdot e^{i\varphi_n \cdot 2\pi n}. (4)$$

Finally, the phase factor of $e^{i\varphi_n \cdot 2\pi n}$ is extracted from Equation (4), which proves the OAM generation from these equal phase and equal amplitude UCAs theoretically.

To verify the correctness of the theory, a dual-mode OAM multiplexing antenna is designed and fabricated (Fig. 2). And the near field phase front of the OAM antenna is simulated and the result is shown in Fig. 3, which indicates the reliable generation of the OAM beams.

While OAM has unlimited range of achievable states which are mutually orthogonal, it is quite promising to combine it with optical fiber for MFH to achieve high spectrum efficiency transmission. The wireless OAM multiplexing is achieved by the synclastic UCAs with $N$ independent OAM modes. The various OAM beams can be considered as a form of spatial division multiplexing (SDM). The OAM beams multiplexed with different modes propagate along the same spatial axis in free space. The coaxially propagating OAM beams lead to inherently low crosstalk between OAM channels and reduce the need for signal processing to eliminate OAM channel interference af-
As we can see, OAM provides another degree of freedom to carry information with multi-level amplitude/phase modulation. It shows potential possibility to integrate OAM with the current fiber-based MFH infrastructure for further increase of system capacity.

### 3 Experimental Setup

An experimental setup for intensity modulation and direct detection (IM-DD) DMT-32QAM signal transmission based on the Mach-Zehnder modulator (MZM) is shown in Fig. 4. The DMT signal is generated offline in Matlab in a 32-QAM modulation format. We estimate the channel using 256 subcarriers, loaded with data and 10 training sequences. We use 1/32 subcarriers as the cyclic prefix (CP) to avoid inter-symbol interference (ISI) as well. For Rx offline digital signal processing (DSP), data without Pre-EQ are first sent for channel estimation with intra-symbol frequency domain averaging (ISFA), and the Pre-EQ is operated using the estimated reverse channel 11.

The experimental system consists of two independent central offices (COs) with MZM modulators that convert the signal to optical domain. The baseband unit (BBU) is used for dual-mode OAM beams transmission and the end user side is used to receive signals. Two COs are connected to both sides of a synclastic UCA array using the 15-km and 10-km SSMF links as Ch-1 and Ch-2 respectively. These different fiber links may have simple protection features. The 200 Mbit/s baseband DMT-32QAM signal is uploaded into an arbitrary waveform generator (AWG) with 1.2 - 2.4 GSa/s sample rate for Ch-1 and Ch-2. The amplified signal is then mixed with a 5.9 GHz clock and up-converted into two intermediate frequency (IF) signals. The modulated signal through the MZM is then amplified by the Erbium Doped Fiber Application Amplifier (EDFA) prior to fiber transmission. After transmission, an optical attenuator (ATT) is applied to adjust the received optical power maintained at 0 dBm before power is injected into the photodiode (PD). Then, the converted electrical signals are injected into the synclastic UCA and performed in two orthogonal OAM modes respectively. After 50-cm free space transmission, radio beams with different OAM modes are detected by the according received antenna. Finally, the received signals are amplified and sent into an oscilloscope (OSC) at a 12.5 GSa/s sample rate, which is then processed by the Rx offline DSP.

In another experiment, the arbitrary waveform generator (AWG, Tektronix 7122C) is used to generate a 1.6 GSa/s DMT signal with a carrier frequency of 5.9 GHz. A 1550 nm external cavity laser (ECL) is used as an optical carrier and fed into the intensity modulator. The signal is converted into optical domain via a MZM. The optical power is controlled by a variable optical attenuator (VOA) before transmitting the signal through standard single mode fiber (SSMF). At the receiver

![Figure 4. Experimental setup for intensity modulation and direct detection (IM-DD) DMT-32QAM signal transmission based on the MZM.](image-url)
side, the optical signal is detected by a PD to achieve photoelectric conversion. The electrical signal is amplified before being transmitted to the synclastic UCA. After 40 cm free space transmission, the electrical signal is received by the antenna of the receiver. The received signal is then sampled using a 12.5 GSa/s digital storage oscilloscope (DSO Tektronix DSA73304D) and the off-line DSP is processed.

4 Results and Analysis

For the first experiment, Figs. 5a and 5b show the bit error rate (BER) of Ch-1 and Ch-2 versus transmission rates in the case of back to back (BTB). The blue lines indicate the signal without Pre-EQ and the green lines represent the signal with Pre-EQ. We observe that the BER performance of Ch-1 and Ch-2 at the same transmission rate is similar with or without Pre-EQ. As can be seen from Figs. 5a and 5b, the BER increases as the rate increases. A DMT-32QAM signal exceeding 1.125 Gbit/s can be delivered below the BER of 3.8×10⁻³ per channel without Pre-EQ. In addition, the use of Pre-EQ can effectively increase the transmission rate to over 1.625 Gbit/s. In the case of BTB with Pre-EQ, both the channels can realize a total rate of 3.35 Gbit/s. Figs. 6a and 6b show the BER of Ch-1 and Ch-2 versus the transmission rate after 15 km and 10 km fiber transmission respectively. With Pre-EQ, the transmission rate of both channels can be effectively increased from 1.125 Gbit/s to 1.5 Gbit/s. For dual-mode OAM multiplexing, a total 3 Gbit/s rate can be achieved. Constellations of DMT-32QAM signal at 1.375 Gbit/s without or with Pre-EQ are shown in the insets with blue and green markers respectively. The channel responses of Ch-1 and Ch-2 are shown in Fig. 7, which shows that the channel response coefficients can be flattened with Pre-EQ. As can be seen from Fig. 8, the channel response coefficients after 15 km transmission exceed the channel response coefficients after 18 km transmission with subcarrier index increasing.

▲ Figure 5. (a) The BER of Ch-1 vs. transmission bit rates under BTB case without and with Pre-EQ; (b) the BER of Ch-2 vs. transmission bit rates under BTB case without and with Pre-EQ.

▲ Figure 6. (a) The BER of Ch-1 vs. transmission bit rates after 15 km fiber without and with Pre-EQ; (b) the BER of Ch-2 vs. transmission bit rates after 10 km fiber without and with Pre-EQ.

▲ Figure 7. The channel response coefficients of Ch-1 and Ch-2 without and with Pre-EQ.

▲ Figure 8. The electrical spectra of the received DMT-32QAM signal without and with Pre-EQ.
Figs. 8a - d are the spectra of the received DMT-32QAM signals with and without Pre-EQ respectively. It indicates that the spectrum can be flush with the Pre-EQ as well. In this experiment, Ch-1 and Ch-2 were simultaneously transmitted. However, if one of the fiber links fails, the other link will not be affected. Therefore, data switching protection can be implemented based on service priority.

For the second experiment, the BER vs. transmission rates (Fig. 9) indicates that the signal transmission of 1.0625 Gbit/s can reach the 7% Forward error correction (FEC) threshold (BER = 3.8 × 10^-3), which is even worse if the transmission rate is increased. The electrical spectrum of the down-converted 200 Mbaud DMT-32QAM signal and the constellations of 1 Gbit/s and 1.125 Gbit/s are shown in the insets respectively.

5 Conclusions

In this paper, a fiber-wireless reliable access network for MFH is proposed through the integration of fiber and wireless with dual-mode OAM multiplexing. We experimentally demonstrated a 3 Gbit/s DMT-32QAM fiber-optic wireless integrated system with a synclastic UCA. The system has Pre-EQ in the 5.9 GHz band, and both channels after 10 km and 15 km fiber transmission are transmitted over a 0.5-m wireless link simultaneously. The fiber-wireless reliable access network can alternately be used for MFH.
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