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Abstract: With the development of Internet of Things (IoT), the speed estimation technology has attracted significant attention in the field of indoor security, intelligent home and personalized service. Due to the indoor multipath propagation, the speed information is implicit in the motion-induced reflected signal. Thus, the wireless signal can be leveraged to measure the speed of moving target. Among existing speed estimation approaches, users need to either carry a specialized device or walk in a predefined route. Wi-Fi based approaches provide an alternative solution in a device-free way. In this paper, we propose a direction independent indoor speed estimation system in terms of Electromagnetic (EM) wave statistical theory. Based on the statistical characteristics of EM waves, we establish the deterministic relationship between the Autocorrelation Function (ACF) of Channel State Information (CSI) and the speed of a moving target. Extensive experiments show that the system achieves a median error of 0.18 m/s for device-free single target walking speed estimation.
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1 Introduction

Speed estimation systems are appropriate for many emerging smart applications (e.g., human identification and home security). In recent years, significant efforts have been made to explore the indoor device-free speed estimation with fine-grained Channel State Information (CSI). Compared with traditional speed estimation techniques, such as vision[1], floor sensors[2] and wearable sensors[3], the following difficulties need to be overcome. Firstly, vision-based schemes are easily to be sheltered by obstacles, which can only work in Line-of-Sight (LoS) environment, and its performance will reduce under dim light or dark conditions, while a potential privacy issue occurs as well. Secondly, the wearable sensor-based approaches require user’s positive cooperation, which reduces the user experience and causes inconvenience. However, Wi-Fi based schemes are not affected by obstacles and light conditions, which not only provide a solution with larger coverage and better privacy protection but also can realize indoor device-free speed estimation.

Existing Wi-Fi based systems achieve speed estimation by extracting the motion-induced reflection path using CSI. WiFiU[4], measures the changing rate of reflected path length
to extract gait pattern, but users are usually required to walk along a predetermined route. On the other hand, based on 2D-Frenel zone model, WiDIGR[5] further eliminates the influence of moving direction but multiple transceiver links are used, which limits the application of speed estimation system. WiWho[6] distinguishes characteristics of different people to achieve walking gait extraction in the training process where per-person gait signatures are built. These systems either require a time-consuming training process or require users to walk in a predefined route.

In this paper, we propose a Wi-Fi based direction-independent speed estimation system, which avoids redundant training process and other machine learning algorithms like Ref. [7]. Fig. 1 shows an application scenario of the system. Firstly, based on the statistical theory of electromagnetic field, we analyze the relationship between the electromagnetic (EM) wave and human motion theoretically. Then, a speed estimation model based on the autocorrelation function (ACF) of electric field power is derived from the statistical characteristic of angular spectrum. Next, since the information of electromagnetic field is difficult to measure, we further adapt ACF of CSI power to characterize speed information. Finally, an Automatic Multi-scale Peak Detection (AMPD) algorithm is proposed to extract the moving speed from ACF. Fig. 2 shows the system framework.

The main contributions of this paper are summarized as follows.

1) Based on the statistical theory of electromagnetic field, we analyze the influence of moving objects on ACF of EM wave, which provides a theoretical basis for the model establishment.

2) We replace the ACF of EM wave with channel power response ACF to eliminate the interference of moving direction. An improved peak detection method is further proposed to extract true speed from ACF.

3) We conduct extensive experiments on commodity Wi-Fi devices in a typical indoor environment with one pair of transceivers. Experimental results show that our proposed speed estimation system achieves a mean absolute error of 0.18 m/s for device-free human walking speed estimation, which is enough in smart home environments.

The rest of this paper is organized as follows. Section 2 introduces the statistical theory of EM waves in indoor environment. Section 3 constructs a speed estimation...
model by studying the ACF of CSI power. The analysis of experimental results are shown in Section 4. Section 5 concludes this paper.

2 Preliminary

2.1 Equivalent Model of Indoor Multipath Propagation

Since the EM waves can be absorbed and scattered by walls, doors, windows, moving objects, etc., radio propagation inside buildings is very difficult to analyze. However, in indoor buildings, EM waves can be approximated as plane waves with obvious electric field statistical characteristics[8], such as uniform distribution of direction of arrival, polarization and phase. Therefore, the multipath propagation of the wireless signal in indoor environment can be equivalent to the radiation of electric field.

Fig. 3 shows the equivalent model of indoor multipath propagation. In the indoor environment, the signal arrives at the receiver through different paths, including one LoS path, several static reflected paths, and other dynamic reflected paths. In the reverberation chamber, in order to study the influence of target motion on the EM wave, the human can be regarded as an infinite number of scatterers, which can reflect the incident EM wave in all directions. In practice, the transceivers are equipped with an omni-directional antenna, and according to the electric field superposition principle, the received electric field can be decomposed into the sum of the electric fields contributed by all scatterers.

\[
\mathbf{E}_{\text{tot}}(t,f) = \mathbf{E}_s(f) + \sum_{i \in \Omega_s} \mathbf{E}_i(t,f),
\]

where \( \mathbf{E}_s(f) \) and \( \sum_{i \in \Omega_s} \mathbf{E}_i(t,f) \) are the sum of the electric fields contributed by the static and dynamic scatterers, respectively. \( \Omega_s(t) \) denotes the set of dynamic (moving) scatterers.

As the received electric field is a vector, it is very difficult to measure and analyze its characteristics at the receiver. Since the power of the electric field is quantitatively equivalent to the power of the channel frequency response (CFR) of commercial Wi-Fi devices[9], the power of CFR can be expressed as:

\[
G(t,f) = \left| H(t,f) \right|^2 = \left\| \mathbf{E}_{\text{tot}}(t,f) \right\|^2,
\]

where \( H(t,f) \) is the CFR. By measuring the change in CFR power instead of the phase of CFR, we can safely ignore the phase noises introduced by Carrier Frequency Offset (CFO)[10].

2.2 Statistical Theory of Angular Spectrum

In a relatively short time, the signal will experience the same channel fading in the transmission process according to the channel reciprocity theory. In order to explore the transmission process of EM wave in space, we first analyze the distribution of electric field in a two-dimensional plane, and then extend it to three-dimensional space. The influence of the moving target on the electric field of the receiver can be characterized as the transmission process of the EM wave angular spectrum. Because the complex amplitude of the electric field and the EM wave angular spectrum are Fourier transforms of each other, we further explore the statistical characteristics of the EM field angle spectrum to establish the speed estimation model.

Since the EM waves are spherical waves, we first study the distribution of EM waves on the plane using the surface integral theory, and deduce the complex amplitude of plane electric field. The motion of human will affect the propagation of plane wave angular spectrum. The complex amplitude of electric field is usually represented by the propagation of angular spectrum. Therefore, the propagation of angular spectrum in space is analyzed firstly. As shown in Fig. 4a, a series of EM waves are projected on the \( z = (x, o, y) \) plane along the axis. According to the superposition principle of
electric field, the complex amplitude of electric field can be regarded as a linear superposition of infinite plane components, written as

\[ \mathcal{U}_i(x,y,z_i) = \int \mathcal{A}_i(u,v,z_i) \exp \left\{ j 2 \pi (ux + vy) \right\} \, dx \, dy, \quad (3) \]

where \( \mathcal{U}_i(x,y,z_i) \) is the complex amplitude of electric field, and \( \mathcal{A}_i(u,v,z_i) \) is called the angular spectrum of \( \mathcal{U}_i(x,y,z_i) \). \( u \) and \( v \) are the spatial frequencies of the plane wave components respectively, where \( u = \cos \alpha / \lambda \) and \( v = \cos \beta / \lambda \). \( \cos \alpha \) and \( \cos \beta \) are called directional cosines of plane waves, where \( \alpha \) and \( \beta \) are called the direction angles, which represents the direction of signal transmission. Then, we can get

\[ \mathcal{A}_i(u,v,z_i) = \int \mathcal{U}_i(x,y,z_i) \exp (-j 2 \pi (ux + vy)) \, dx \, dy. \quad (4) \]

According to the superposition principle of waves, any complex wave can be expressed as a linear combination of plane wave and spherical wave. They both satisfy the wave equation because they are the basic solutions of wave equation\(^\text{10} \). Taking \( \mathcal{U}_i(x,y,z_i) \) into Gibbs-Helmholtz equation

\[ (\nabla^2 + k^2) \cdot \mathcal{U}_i(x,y,z_i) = 0, \quad (5) \]

where the symbol \( \nabla \) is Hamiltonian operator and \( k = 2 \pi / c \) is wave number, \( f \) is the frequency of the wave, and \( c \) is the speed of light. The solution of the above equation can be obtained as

\[ \mathcal{A}_i(u,v,z_i) = \mathcal{A}_o(u,v) \exp \left\{ j k z \sqrt{1 - \cos^2 \alpha - \cos^2 \beta} \right\}, \quad (6) \]

where \( \exp \left\{ j k z \sqrt{1 - \cos^2 \alpha - \cos^2 \beta} \right\} \) is called phase delay factor. It can be seen from Eq. (6) that \( \mathcal{A}_o(u,v) \) is a particular solution of Eq. (5) and it is independent of \( z \), which means the amplitude of angular spectrum is irrelevant of the moving distance. Next, we discuss the changes of angular spectrum in different propagation directions.

If \( \cos^2 \alpha + \cos^2 \beta < 1 \), the following conclusions can be obtained.

1) When the plane wave propagates along a certain distance \( z \), only a certain phase shift will be introduced and the amplitude is a constant.

2) The distance between the different components of the plane EM wave to the receiver is related to its propagation direction and the resulting phase shift is also related to the propagation direction.

3) In the propagation of angular spectrum, its phase changes with the direction angle, while its amplitude will not. The spatial frequency of angular spectrum is inversely proportional to its phase delay.

If \( \cos^2 \alpha + \cos^2 \beta = 1 \), we have

\[ \mathcal{A}_i(u,v,z_i) = \mathcal{A}_o(u,v), \quad (7) \]

Eq. (7) shows that when the propagation direction of plane wave component is perpendicular to the \( z \) axis, and there is no energy propagation along the \( z \) axis, which means the component without contribution to the angular spectrum along the \( z \) axis.

If \( \cos^2 \alpha + \cos^2 \beta > 1 \), we have

\[ \mathcal{A}_i(u,v,z_i) = \mathcal{A}_o(u,v) \exp (-d \cdot \mu), \quad (8) \]

\[ \mu = k \sqrt{1 - \cos^2 \alpha - \cos^2 \beta}. \quad (9) \]

Eqs. (8) and (9) show that the component of the angular spectrum decays exponentially with the increase of the propagation distance \( d \), and will decay to zero in the distance of several wavelengths.

In practice, the received EM wave will radiate in all directions. According to Eq. (7), no energy will propagate along the \( z \) axis. Thus, we can establish a space rectangular coordinate system with the \( z \) axis as the speed direction.

As shown in Fig. 4b, \( \mathcal{A}(\alpha,\beta) \) represents the angular spectrum of the plane EM wave, which is used to characterize the complex amplitude of the electric field. \( \vec{k} \) represents the wave number vector in free space, where its amplitude \( k \) represents the wave number, and its phase represents the propagation direction of the wave. The relationship between the wave number vector and the direction cosine is as follows

\[ \vec{k} = -k (\vec{x} \cos \beta \sin \alpha + \vec{y} \sin \beta \sin \alpha + \vec{z} \cos \alpha). \quad (10) \]

According to the principle of vector field decomposition, the angular spectrum can be decomposed into two parts

\[ \mathcal{A}(\alpha,\beta) = A_w(\alpha,\beta) \hat{\alpha} + A_s(\alpha,\beta) \hat{\beta}, \quad (11) \]

where \( A_w(\alpha,\beta) \) and \( A_s(\alpha,\beta) \) are two complex scalars, and \( \hat{\alpha} \) and \( \hat{\beta} \) are unit vectors orthogonal to \( \vec{k} \). The complex form of \( A_w(\alpha,\beta) \) and \( A_s(\alpha,\beta) \) can be written as

\[ \begin{cases} A_w(\alpha,\beta) = A_w(\alpha,\beta) + j A_w(\alpha,\beta) \\ A_s(\alpha,\beta) = A_s(\alpha,\beta) + j A_s(\alpha,\beta) \end{cases}. \quad (12) \]

In a short period of time \( t \), assuming the speed of a single reflector is \( \vec{v} \), and its displacement is \( \vec{v} = v_t \), the electric field complex amplitude of a single reflector can be expressed as

\[ \mathcal{U}(t,f) = \int_0^\infty \int_0^\infty A(\alpha,\beta) \exp (-j k \cdot r) \sin \omega c d\alpha d\beta. \quad (13) \]

In the reverberation chamber, EM wave can be seen as the plane wave. Because the plane wave satisfies Maxwell equa-
tions, the complex amplitude of electric field expressed in Eq. (13) also satisfies Maxwell equations. For a spherical wave, Eq. (13) is a complete and strict expression of plane wave expansion. However, for an aspheric wave, the expansion of plane wave can start from a spherical wave and be extended analytically based on a certain sphere\(^8\).

Angular spectrum can be deterministic or stochastic. Due to the uniform distribution of the direction of arrival, polarization and phase of plane EM wave, the angular spectrum of EM wave can be regarded as a random variable. In indoor multipath environment, the statistics of received electric field are generated by the multipath and reflection of wireless signal in the process of propagation. The statistical characteristics of angular spectrum can represent the statistical characteristics of electric field in a complex indoor environment.

Because the angular spectrum can be regarded as a series of rays with random phase, its orthogonal components will obey Gaussian distribution according to the central limit theorem\(^9\). Due to multipath propagation, the angular spectrum component with orthogonal phase is uncorrelated and its expectation is zero.

\[
E [ A_\alpha (\alpha, \beta)] = E [ A_\beta (\alpha, \beta)] = 0, \quad (14)
\]

Due to the real part and the imaginary part of angular spectrum is a constant, its mathematical expectation can be expressed as

\[
E [ A_m (\alpha, \beta_1) A_m (\alpha, \beta_2)] = E [ A_m (\alpha, \beta_1) A_m (\alpha, \beta_2)] = C \delta (\alpha_1 - \alpha_2, \beta_1 - \beta_2), \quad (15)
\]

where \(C\) is a constant. Based on Eqs. (14) and (15), two important relationships can be derived.

\[
E [ A_\alpha (\alpha, \beta_1) A_\beta (\alpha, \beta_2)] = 0, \quad (16)
\]

\[
E [ A_\alpha (\alpha, \beta_1) A_\alpha (\alpha, \beta_2)] = E [ A_\beta (\alpha, \beta_1) A_\beta (\alpha, \beta_2)] = 2C \delta (\alpha_1 - \alpha_2, \beta_1 - \beta_2), \quad (17)
\]

where \((\cdot)^*\) is conjugate operation. These two relationships will be leveraged to calculate the ACF of signal power.

### 3 Speed Estimation Model

#### 3.1 Channel Frequency Response Autocorrelation Function

The electric field at the receiver can be regarded as the superposition of a large number of plane waves with uniformly distributed arrival direction, antenna polarization and phase. Therefore, the angular spectrum can be considered as a random variable with following assumptions:

1) For any \((\alpha, \beta)\), both \(A_\alpha (\alpha, \beta)\) and \(A_\beta (\alpha, \beta)\) are circularly symmetric Gaussian random variables with the same variance and they are statistical independent\(^{11}\).

2) For each dynamic scatterer, the angular spectrums from different directions are not correlated, statistically.

3) For two moments \(t_i, t_f\) and different dynamic scatterers \(i, j \in \Omega_s\), \(\bar{U} (t_i, f)\) and \(\bar{U} (t_f, f)\) are statistically independent.

The rationality of Assumption 1 lies in the fact that the angular spectrum is superimposed of many rays bouncing with random phases and thus can assume that each orthogonal component of \(\tilde{A}(\alpha, \beta)\) tends to be Gaussian under the central limit theorem.

For Assumption 2, because the angular spectrum components corresponding to different directions will result in multiple uncorrelated scattering paths, thus, these angular spectrum components can be assumed to be uncorrelated. Meanwhile, Assumption 3 results from the fact that the CFR is statistically uncorrelated if the transmission distance difference larger than half a wavelength, and the electric fields contributed by different scatterers can thus be assumed to be uncorrelated\(^{13}\).

Next, we analyze the CSI power autocorrelation function. Since the expectation of the angular spectrum is zero, the expectation of the complex amplitude of the received electric field is also zero.

\[
E [\bar{U} (t, f)] = \int_0^{2\pi} \int_0^{\pi} E [\tilde{A}(\alpha, \beta)] \exp (j \bar{k} \cdot \bar{r}) \sin \alpha \delta \alpha \delta \beta = 0. \quad (18)
\]

The mean square value of the electric field is directly proportional to the energy density of the electric field, so it is very important to learn the statistical characteristics of the electric field. According to Eq. (18), the expectation of electric field mean square value is

\[
E [|\bar{U} (t, f)|^2] = \int_{\omega} \int_{\omega} E [|\tilde{A}(\Omega_s)|^2] \exp [j (\bar{k}_1 - \bar{k}_2) \cdot \bar{r}] \sin \alpha \delta \alpha \delta \beta = 16\pi C \equiv U_0^2, \quad (19)
\]

where \(\int_{\omega} \forall \alpha \int_{\omega} \forall \beta \int_0^{2\pi} \int_0^{\pi}, \quad \Omega = (\alpha, \beta), \) and \(d\Omega = \sin \alpha \delta \alpha \delta \beta \). Therefore, the mean square value of electric field is a constant and is independent of the reflector position. By deriving the mean square value of each orthogonal component in electric field space, we can get

\[
E [|\bar{U}_m|^2] = E [|\bar{U}_\beta|^2] = E [|\bar{U}_\alpha|^2] = \frac{U_0^2}{3}. \quad (20)
\]

Eq. (20) shows that each component of the electric field in an ideal space is the same, which provides theoretical bases for the following study. Based on the above assumptions, the ACF of the electric field can be defined. The received electric field of the reflector can be regarded as a stationary random
process with respect to time $T$. The Pearson ACF of the received electric field at different times can be written as

$$
\rho_E(\tau,f) = \frac{E[\tilde{U}(0,f)\tilde{U}(\tau,f)\tilde{U}(\tau,\tau^*)]}{\sqrt{E[|\tilde{U}(0,f)|^2] \cdot E[|\tilde{U}(\tau,\tau^*)|^2]}},
$$

where $E[X,Y] \triangleq E[X \cdot Y^*]$. According to Eq. (19), the denominator of $\rho_E(\tau,f)$ is $U_E^2$. From Eqs. (19) and (21), the ACF can be further deduced as

$$
\rho_E(\tau,f) = \frac{\sin(kt\tau)}{kt\tau}.
$$

Eq. (22) shows that the essence of the electric field ACF is a sinusoidal attenuation caused by the motion of the scatterer, and it will decay to zero in a few short wavelengths. The importance of the formula is that the speed information of a single reflector can be derived from the ACF of the received electric field, and the direction of the reflector has no effect on ACF.

### 3.2 Speed Estimation Algorithm

From Eq. (22), it is very simple to estimate the speed of a single reflector out of the ACF. However, it is difficult to measure the electric field and analyze its ACF. As mentioned above, the power of the electric field can be equivalent to the power of CSI.

$$
G(t,f) \triangleq \|H(t,f)\|^2 = \|\tilde{U}(t,f)\|^2.
$$

In order to extract speed information from CSI power, the ACF of CSI power is adapted. According to Ref. [9], the ACF of CSI power can be expressed as

$$
\rho_G(\tau,f) = \gamma_G(\tau,f)/\gamma_G(0,f),
$$

$$
\gamma_G(\tau,f) \triangleq \text{cov}(G(t,f),G(t - \tau,f)),
$$

$$
\tilde{G}(f) \triangleq \frac{1}{T} \sum_{t=1}^{T} G(t,f),
$$

where $\gamma_G(\tau,f)$ represents the auto-covariance function, $T$ is the number of samples, and $\tilde{G}(f)$ is the sample mean.

For a Wi-Fi system with bandwidth of 40 MHz and carrier frequency of 5.805 GHz, the difference in wave number $k$ of each subcarrier can be neglected. According to $k = 2\pi f/c$, the maximum EM wave number can be calculated as $k_{\text{max}} = 122.36$, and the minimum is $k_{\text{min}} = 120.68$. Thus, we can get $\forall f, \rho_G(\tau,f) = \rho(\tau)$. Meanwhile, in a short time interval, $\hat{\rho}_G(\tau)$ can be approximated as:

$$
\hat{\rho}_G(\tau) = S_c \sum_{n=1}^{N} \left( W_1 \hat{\rho}_{\hat{\tau}}(\tau) + W_2 \hat{\rho}_{\hat{\tau}}(\tau) \right),
$$

where $S_c$ is the scale factor, and $W_1$ and $W_2$ represent the weight of $\hat{\rho}_{\hat{\tau}}(\tau)$ and $\hat{\rho}_{\hat{\tau}}(\tau)$. $\hat{\rho}_{\hat{\tau}}(\tau)$ can be obtained from the power information of CSI and the speed information is in the right part of the equation. In order to estimate the speed information of the reflector from $\hat{\rho}_G(\tau)$, it is necessary to establish the internal relationship between $\hat{\rho}_G(\tau)$ and each term on the right side of the equation. According to the properties of sampling function, the first closed solution of $\hat{\rho}_G(\tau) = 0$ is exactly the first closed solution of quadratic differential. The symbol $\Delta$ is used to represent the differential of CSI power ACF, then we can get

$$
\Delta^{(2)} \hat{\rho}_G(\tau) = S_c \sum_{n=1}^{N} \left( W_1 \Delta^{(2)} \hat{\rho}_{\hat{\tau}}(\tau) + W_2 \Delta^{(2)} \hat{\rho}_{\hat{\tau}}(\tau) \right).
$$

From Eq. (28), and the first peak of $\Delta \hat{\rho}_G(\tau)$ is exactly equal to the first solution of equation $\hat{\rho}_G(\tau) = 0$. Therefore, the key of speed estimation is to identify the first local peak of $\Delta \hat{\rho}_G(\tau)$. The speed of moving reflector is calculated as

$$
\hat{v} = r/\Delta
$$

where $r$ is the solution of equation $\Delta^{(2)} \hat{\rho}_G(\tau) = 0$. Since the equation has no closed solution, the second smallest solution $r = 0.54l$ is taken as the solution of the equation. The specific algorithm implementation is shown in Algorithm 1.

**Algorithm 1. Speed estimation algorithm**

1. Input: Continuous CSI sequence of length $T$ before time $t$.
   $H(s,f), s = t - T, T - 1/F_s, \ldots, t - 1/F_s$, $t$.
2. Output: The speed after filtering is $v(t)$.
3. $1$: The power response is calculated by CSI amplitude sequence: $G(s,f) = |H(s,f)|^2$.
4. $2$: for power response
5. $3$: Calculation of power response autocorrelation function:
   $\rho_G(\tau,f) = \frac{1}{T} \sum_{t=1}^{T} (G(s - \tau, f) - \tilde{G}(f))(G(s, f) - \tilde{G}(f))$
6. $4$: where $s_0 = t - (T - 1)/F_s + \tau$, $\tilde{G}(f) \triangleq \frac{1}{T} \sum_{t=0}^{T} G(t,f), \tau \in (0,0.2)$
7. $5$: if $t > T$
8. $6$: break
9. $7$: end if
10. $8$: end for
11. $9$: Calculate the average ACF of all carriers: $\hat{\rho}_{\hat{\tau}}(\tau) = \frac{1}{F_s} \sum_{f=1}^{F_s} \rho_G(\tau,f)$
\[ \rho_y(\tau) - \rho_x(\tau - 1/F_s) \]

11: For the location of the first peak point \( \tau \) is calculated by peak detection algorithm.

12: The target speed at time \( t \) is \( v(t) = 0.54 \lambda / \tau. \)

13: For \( v(t) \), using Kalman filter to remove outliers.

### 3.3 Automatic Multi-Scale Peak Detection Algorithm

The key of speed estimation is to identify the first local peak point of ACF. The traditional peak detection method cannot be adapted to the waves with multiple local peak values, which will lead to the misjudgment of the first peak point in the local scope. Therefore, we design an automatic multi-scale peak detection algorithm to solve this problem, which can maintain a high estimation accuracy when there are multiple local peak values for time-varying waveforms.

The basic principle of AMPD algorithm is to use the local maximum of the signal to detect the peak of all signals. Let \( X = \{ x_1, x_2, \ldots, x_N \} \) represent the ACF of each sampling time in a moving window. Firstly, we calculate the Local Maxima Scalogram (LMS) the linear detrending of the signal. Then, the local maximum of the signal \( X \) is determined using a moving window whose length \( w_x \) satisfies \( w_x \geq 2 \varphi \alpha / (1 + \varphi - 1) \) where \( \varphi \) is the \( \varphi \)-th scale and \( L = \text{int}(N/2) - 1 \), and \( \varphi \) is the ceiling function that gives the smallest integer not less than \( \varphi \).

This is realized for every scale \( k \) and for \( i = \varphi + 2, \ldots, N - \varphi + 1 \), according to

\[ m_{\varphi^k} = \begin{cases} 0 & x_{i-1} > x_{i-\varphi-1} \\ r + \alpha_n & \text{other} \end{cases} \]

where \( r \) is a uniformly distributed random number in the range \([0,1]\) and \( \alpha_n \) is a constant factor and is usually set as 1. If \( i = 1, \ldots, \varphi + 1 \) or \( i = N - \varphi + 2, \ldots, N \), the value \( r + \alpha_n \) can be assigned to \( m_{\varphi^k} \). These operations of Eq. (30) result in the matrix:

\[ M = \begin{pmatrix} m_{1,1} & m_{1,2} & \cdots & m_{1,\varphi} \\ m_{1,\varphi} & m_{2,2} & \cdots & m_{2,\varphi} \\ \vdots & \vdots & \ddots & \vdots \\ m_{N-\varphi,1} & m_{N-\varphi,2} & \cdots & m_{N-\varphi,N-\varphi} \end{pmatrix} = (m_{\varphi^k}). \]

The value of window length \( \omega_k \) is contained in the \( \varphi \)-th row of the matrix. All elements in matrix \( M \) are in the range \([0, \alpha_n + 1]\) and matrix \( M \) is the LMS of signal \( X \).

The second step of the algorithm calculates the sum of each row of the LMS matrix:

\[ s_k = \sum_{i=1}^{L-M} m_{\varphi^k}, \quad \varphi \in \{1,2,\ldots,L\}. \]

The vector \( \tilde{S} = [s_1, s_2, \ldots, s_L] \) contains the information about the scale-dependent distribution. The global minimum of \( \tilde{S} \) is \( \mu \), i.e., \( \mu = \arg \min (s_k) \), which represents the scale with the largest local maxima. The value \( \mu \) will be used in the third step of the algorithm to reshape the LMS matrix by removing all elements \( m_{\varphi^k} \) satisfy \( \varphi > \mu \), leading to a new matrix \( M_{\mu} = (m_{\varphi^k}) \) of size \( \mu \times N \).

Finally, the AMPD algorithm detects the peak value by calculating the column standard deviation \( \sigma_i \) of the matrix \( M_{\mu} \):

\[ \sigma_i = \frac{1}{\mu - 1} \left[ \sum_{\varphi=1}^{\mu} \left( m_{\varphi^k} - \frac{1}{\mu} \sum_{\varphi=1}^{\mu} m_{\varphi^k} \right)^2 \right]^{1/2}, \]

\[ i \in \{1,2,\ldots,N\}. \]

When the indices \( i \) satisfy \( \sigma_i = 0 \), we store them in a vector \( \tilde{p} = [p_1, p_2, \ldots, p_M] \), where \( p \) refers to the indices of the detected peaks. Therefore, the sampling point in the matrix that satisfies its column standard deviation \( \sigma_i = 0 \) can be considered as the peak point.

### 4 Experimental Results

#### 4.1 Experimental Environment

We collect 50 sets of data from two volunteers to validate the performance of our proposed system. The walking route is shown in Fig. 5.

The transmitter and receiver consist of two mini-PCS with one Intel 5300 NIC. The PCs are installed with 64-bit operating system of Ubuntu 10.04. Specifically, one PC equipped with an external antenna works as transmitter, while the other with three works as receiver. The original CSI data is obtained through the open source tool Linux 802.11n CSI tool. The detailed installation process is shown in Ref. [5]. Our system works on Channel 149 at 5.745 GHz band and the packet transmission frequency is 1 000 Hz. At the same time, the transmitter is set to the injection mode and the receiver is set to the monitor mode.

![Figure 5. Illustration of walking direction](image-url)
The data collection is described as follows. Firstly, for single target speed estimation, we collected CSI data of two different volunteers walking on different routes with a consistent speed of 1 m/s respectively to analyze the influence of movement direction, and 50 samples are collected for each walking direction. Next, in order to further explore the influence of the moving targets number on the estimated results, we collect data of two, three and four volunteers walking on different routes, where one target walks along predefined routes and others walk randomly in the area as miscellaneous targets. In the experiment, we obtain ground truth via accelerometer-based solution. Specifically, a smartphone with accelerometer is installed on each tester's ankle to capture true speed measurement.

### 4.2 Analysis of Results

Since the theoretical assumption is feasible in a short time, in the step of the speed estimation algorithm, the maximum time interval $\tau$ is set as 0.2 s. The ACF of a sample is calculated every 0.05 s. As known for all, human walking is a periodic motion. Fig. 6a is an estimation result of walking speed, which shows a clear periodic acceleration and deceleration motion pattern. Although there are a large number of outliers in the original speed estimation, a Kalman filter can be applied to obtain a smoothed speed curve. In order to avoid the influence of external factors on the results in the process of data collection, the first second and last second data are set to zero. Meanwhile, Fig. 6b shows the relationship between $\Delta \hat{\rho}_c(\tau)$ and moving speed. We choose four different time to calculate $\Delta \hat{\rho}_c(\tau)$ and the corresponding moving speed with different colors. We can conclude that although the ACFs are very different, the locations of the first peak of $\Delta \hat{\rho}_c(\tau)$ are highly consistent as long as the ACFs are calculated under similar walking speed. For each different sampling time in speed estimation, it can be calculated that the $\Delta \hat{\rho}_c(\tau)$ within 0.2 s, then we can get the first peak point in $\Delta \hat{\rho}_c(\tau)$ where $\tau_1 = 0.030$ s (orange), $\tau_2 = 0.033$ s (purple), $\tau_3 = 0.024$ s (green), $\tau_4 = 0.029$ s (blue), and the corresponding speed values are $v_1 = 0.93$ m/s, $v_2 = 0.84$ m/s, $v_3 = 1.16$ m/s, $v_4 = 0.96$ m/s.

Then, we verify the direction-independence of our speed estimation system. Fig. 7a shows the median error of speed estimation in different direction. From the figure, it can be seen that our proposed system achieves a mean absolute error of 0.18 m/s for device-free human walking speed estimation. Moreover, our proposed system achieves a consistent error
among different walking directions with the minimum error as 0.3 m/s and maximum error as 0.35 m/s (Volunteer 2 in 90°), which is enough in smart home environments.

Finally, we verify the influence of the number of moving targets in the environment. Fig. 7b shows the median error of speed estimation when there are multiple targets walking in the area. From the figure, it can be seen that the median error of speed estimation reaches 0.77 m/s for two targets, 1.92 m/s for three targets and 2.75 m/s for four targets. This is because the speed of moving target is calculated with the first local peak point of ACF, and the target with larger speed will contribute more to the ACF components. Thus, the system will take the target with larger speed as the final estimation result when there are multiple targets walking in the environment, which will lead to a significant reduction in the estimation accuracy.

5 Conclusions
In this paper, we propose a direction-independent indoor speed estimation system based on commercial Wi-Fi devices, which can be used in many fields, such as indoor security and intelligent identification. The system is designed to estimate the speed of a single moving object in the environment. If there exist multiple moving objects within the coverage of system, it would capture the highest speed among the objects. Firstly, we analyze the relationship between the electric field power and the CSI power, and then introduce the related concepts of optical angular spectrum to derive the ACF of the EM wave angular spectrum. Secondly, based on the speed model of EM wave, we derive directional processing in existing systems and summarize the robustness of direction independence. Finally, the AMPD peak detection algorithm is used to extract speed information from ACF. A large number of experiments are carried out in a typical indoor environment. With low cost, strong robustness and good real time performance, our system provides a new idea for speed estimation with wireless sense applications especially in smart home.

References

Biographies
TIAN Zengshan is currently a professor of Chongqing University of Posts and Telecommunications, China. His research focuses on localization in a cellular network, personal communication, precise localization and attitude measurement with GPS, data compression, and deep learning.

YE Chenglin (s190101153@stu.cqupt.edu.cn) is currently pursuing the M. S. degree at Chongqing University of Posts and Telecommunications, China. His research interests include wireless sensing and localization.

ZHANG Gongzhui is currently pursuing the M. S. degree at Chongqing University of Posts and Telecommunications, China. His research interests include speed estimation and identity recognition.

HE Wei is an associate professor of Chongqing University of Posts and Telecommunications, China. His current research interests include wireless location, signal processing, mobile communication technology and communication software engineering.

JIN Yue is currently pursuing the Ph. D. degree at Chongqing University of Posts and Telecommunications, China. Her research interests include indoor intrusion detection and device-free tracking.