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Abstract: As the network sizes continue to increase, network traffic grows exponentially. In this situation, how to accurately predict network traffic to serve customers better has become one of the issues that Internet service providers care most about. Current traditional network models cannot predict network traffic that behaves as a nonlinear system. In this paper, a long short-term memory (LSTM) neural network model is proposed to predict network traffic that behaves as a nonlinear system. According to characteristics of autocorrelation, an autocorrelation coefficient is added to the model to improve the accuracy of the prediction model. Several experiments were conducted using real-world data, showing the effectiveness of LSTM model and the improved accuracy with autocorrelation considered. The experimental results show that the proposed model is efficient and suitable for real-world network traffic prediction.
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1 Introduction

As Transmission Control Protocol/Internet Protocol (TCP/IP) networks become more and more important in modern society, how to better understand and correctly predict the behavior of the network is a vital point in the development of information technology. For medium/large network providers, network prediction has become an important task and get more and more attention [1]. By improving the accuracy of network prediction, network providers can better optimize resources and provide better service quality [2]. Not only that, network traffic prediction can help detect malicious attacks in the network too. For example, denial of service or spam attacks can be detected by comparing real traffic and predicting traffic [3]. The earlier these problems are detected, the more reliable network services can be obtained [4], [5].

With the development of computational science, some relatively reliable methods of network traffic prediction have been proposed to replace the intuitive prediction, especially in the field of sequential sequence prediction.

Nancy and George [6] used the time series analysis method to make an accurate prediction of the National Science Foundation Network (NSFNET) traffic data, and then carried out a series of research on the method of time series data, especially network traffic data prediction [7], [8]. Modeling methods include the autoregressive moving average model (ARMA), Autoregressive Integrated Moving Average model (ARIMA), Fractional Autoregressive Integrated Moving Average model (FARIMA), etc. Large-scale network system is a complex nonlinear system, and it is influenced by many external factors. Because of that its macroscopic flow behavior is often complex and changeable, and the data contains many kinds of periodic fluctuations. In addition, it shows non-linear trend and contains uncertain random factors, which may prevent the flow model with linear characteristics from being predicted accurately. There-
2 Flow Prediction Model

This section describes recurrent neural networks (RNN), which are used for network traffic prediction, and also introduce a special type of RNN, long short-term memory networks (LSTM). On the basis of this, we put forward the model of LSTM combination with the characteristics of network traffic autocorrelation.

2.1 Recurrent Neural Networks

RNN is a popular learning method in the fields of machine learning and deep learning in recent years, which is different from the traditional feedforward neural network (FNN). FNN neurons transmit information through the input layer, hidden layer, and the connection of the output layer. Each input item is independent of others, and there is no connection between neurons in the same layer. However, RNN introduces the recurrent structure in the network, and establishes the connection of neurons in the same layer. However, RNN introduces the recur-

hidden layer and hidden layer to output layer. Functions \( e \) and \( g \) are the activation functions of the hidden layer and the output layer respectively.

There are some differences between RNN training and FNN. FNN is implemented by back propagation (BP) algorithm. How-
however, RNN affects the error of the output layer because of the hidden layers of the previous moments, so the results of the backward propagation need to be propagated on the time di-
mension, named back propagation through time (BPTT) al-
gorithm. The BPTT of RNN defines the partial derivative of the loss function to the \( t \) input value of the neuron \( j \) at time \( t \) first-
y, and then solves the function with the derivative of the chain (Algorithm 2).

Algorith 2. Back propagation through time (BPTT) algorithm

For \( t \) from 1 to \( T \) do
\[
\begin{align*}
d_o &← g(o) * \frac{dL(z_t, y_t)}{dzo} \\
d_b &← d_z + do \\
dW_o &← du_o + dW_o \ h_t \\
dh &← dh + W_o \ do \\
du &← e(u) \ dh \\
dW_h &← du_h + da \ v_t \\
db &← db + du \\
dW_h &← dh + da \ v_{t-1} \\
dh &← dh \ v_t \\
End for
\]

The partial derivative between the loss function and the neuron is affected by the output layer of the current time \( t \) and the hidden layer of \( t+1 \) at the next moment. For each time step, we use the chain rule to sum up all the results in the time di-
mension and get the partial derivative of the loss function to the weight \( w \) of the neural network. The weight of the recursive neural network is updated by gradient descent method until the condition is met.

The final step in the RNN training process is that the gradi-
ent is multiplied repeatedly in the propagation process. If the eigenvalues $W_{ak} > 1$, this will result in a gradient explode; if the eigenvalues $W_{ak} < 1$, this will result in a gradient vanish [9][12]. For this problem, Hochreiter et al. [13] put forward a LSTM neural network.

2.2 Long Short Term Memory

LSTM neural network is a variant of RNN. The key is to replace the neurons with cell states. The cell state is delivered over the time chain, with only a few linear interactions, and information is easily maintained on cell units. Each cell contains one or more memory cells and three nonlinear summation units. The nonlinear summation unit is also called the “gate”, which is divided into three kinds: “Input gate”, “Output gate” and “Forget gate”. They control the input and output of memory cells by matrix multiplication. The structure diagram of LSTM is shown in Fig. 2 [14].

The forward propagation algorithm of LSTM is similar to RNN, and the input data is a time series of length $T$:

$$f_t = \sigma(W_f[h_{t-1}, x_t] + b_f),$$  \hspace{1cm} (1)

$$i_t = \sigma(W_i[h_{t-1}, x_t] + b_i),$$  \hspace{1cm} (2)

$$C'_t = \tanh(W_c[h_{t-1}, x_t] + b_c),$$  \hspace{1cm} (3)

$$C_t = f_t \odot C_{t-1} + i_t \odot C'_t,$$  \hspace{1cm} (4)

$$o_t = \sigma(W_o[h_{t-1}, x_t] + b_o),$$  \hspace{1cm} (5)

$$h_t = o_t \odot \tanh(C_t).$$  \hspace{1cm} (6)

Eq. (1) is the parameter of forget gate, where 1 means “complete reservation”, while 0 means “completely abandoned”. Eqs. (2) and (3) calculate the value of the input gate. Then Eq. (4) is used to discard the information that we need to discard, plus useful information entered at time $t$. Eqs. (5) and (6) determine which part of the cell state we are going to output to the next neural network and the next time.

The BPTT algorithm of LSTM is similar to that in RNN. It starts from the end of the time series (time $T$), gradually reverses the gradient of each parameter, and then updates the network parameters with the gradient of each time step. The output value corresponding to the partial derivative of memory cells is calculated first, then the partial derivative of the output gate is calculated, and the corresponding partial derivatives of the memory cell state, forget gate and input gate are calculated respectively. Eventually, the model is updated using the gradient descent method connection weights.

2.3 Long Short Term Modeling Applicable to Autocorrelation Sequence

Time series is an ordered data set in time. Each data corresponds to the corresponding time. The time series model assumes that the data of the past can be applied to the future, and we can predict future data by studying the information of historical data.

In the conventional sequential prediction problem, let’s say the time series is $(y_1, y_2, y_3, \ldots, y_T)$, $y_i$ represents the data value at time $t$. We predict the value of $y_{i+1}$ by using $(y_{i+1}, y_{i-1}, y_{i-2}, \ldots, y_{i-k})$, where $k$ represents the number of steps to be used for each prediction.

Four types of prediction can be defined according to the granularity of time [15]: current-time prediction, short-term prediction, medium-term prediction, and long-term prediction. The current-time prediction requires the shortest time interval between data, which can be used to establish an online real-time forecasting system. The short term interval is usually between an hour and a few hours, often used for optimal control or abnormal detection. The medium-term forecast time interval is one day, which can be used to guide resource planning. The long term interval is between months and years and can be used as a reference for strategy and economic investment.

The autocorrelation coefficients $r_k$ is used to indicate the autocorrelation between the time sequence itself and the data of the lag $k$ period [15]:

$$r_k = \frac{\sum_{t=1}^{T-k} (y_t - \bar{y})(y_{t+k} - \bar{y})}{\sum_{t=1}^{T} (y_t - \bar{y})^2},$$  \hspace{1cm} (7)

where $y_1, y_2, \ldots, y_T$ represent time series data, $T$ represents the size of the dataset, $\bar{y}$ represents the average of the sequence. The higher the value of $r_k$, the higher autocorrelation of that data in the period $k$. This means that the data set is in a time dimension and cycles through $k$. Data at the same time in different cycles tend to have the same data characteristics.

The traditional RNN sequence prediction model is based on the changing trend of the learning sequence to predict the value of next moment. According to our experience, the network traffic data has a certain autocorrelation in the 24 hours and 7 days cycles. This means that the data of 24 hours or 7 days at a certain time can be very good at representing the data characteristics of the present moment. However, because the data of 24 hours or 7 days ago does not constitute a continuous sequential relationship with $T$ time steps before, the traditional RNN neural network does not apply to the modeling of autocorrela-
tion characteristics.

Using the improved LSTM + deep neural network (DNN) neural network and keeping the original LSTM network unchanged, the predicted value and several values before the autocorrelation cycle make the input of DNN neural network. By training the DNN network, the autocorrelation characteristics and timing characteristics of network data traffic are combined to achieve the accurate prediction of network data traffic. Fig. 3 shows the Neural network structure of LSTM and DNN.

3 Network Traffic Prediction

In order to verify the accuracy of network traffic prediction model, three real network traffic data sets were selected for experiment. Data set A comes from the network traffic history data of network service provider in 11 European cities. The data was collected from 06:57 am on June 7, 2004 to 11:17 am on June 29, 2004 and collected every 30 seconds. Data set B comes from the web traffic history data from the United Kingdom Education and Research Networking Associations (UKERNA) website for academic research. Data was collected from 9:30 am November 2004 to 11:11 am on January 27, 2005, every five minutes. Data set C comes from the network traffic data collected by the backbone node of China’s education network, Beijing University of Posts and Telecommunications, in 2012. Data is collected every minute.

Based on the period and time of the three experimental data sets, this paper only considers the first two prediction types. According to Cortez selection of time granularity [16], 5 minutes and 1 hour were used as current-time prediction and short-term prediction of time granularity. When we divide the training set and test set, we use the first two thirds of the data set for training, and then one third to test the accuracy of the model.

In order to evaluate the accuracy of the prediction model, the mean absolute percentage error (MAPE) is used as the evaluation indicator of the model [17]:

$$\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%.$$  (8)

As shown in Eq. (8), the average absolute percentage error is a commonly used index for estimating the accuracy of the model. In Eq. (8), $y_i$ represents the real value of data, $\hat{y}_i$ represents predicted value, and $N$ is the test machine size. The smaller the error, the better the prediction.

Fig. 4 shows the autocorrelation analysis of...
these data sets. For the data of 5 minute granularity of time, the degree of autocorrelation is high when \( k = 288 \). And for the data of 1 hour for particle size, \( k = 24 \) and \( k = 168 \) were the two peaks. This indicates that the autocorrelation cycle of network traffic is 24 hours and 7 days, which is correspond with our characteristics of network traffic data.

In this paper, echo state network (ESN) is used as a comparison of LSTM model. The ESN is also a form of RNN, consisting of input layers, hidden layers, and output layers, and has a connection between the hidden layer and the hidden layer to retain information from the previous moments. Unlike RNN, the connection statuses of neurons in hidden layers are random, however, the connection weights are changeless. In the course of training, we only need to train the connection weights of the hidden layer to the output layer. After experiment, the parameters of the ESN model in Table 1 are finally selected:

The neurons in the LSTM model were treated by Dropout in order to prevent the overfitting. Dropout was first proposed by Hinton [18], and the main idea was to let the neural network randomly make some neurons not work during the training. It is proved by experiment that this can effectively prevent the overfitting and improve the generalization ability of the model. Zaremba [19] improved the Dropout rate so that it could be applied to RNN. In the model of this paper, the probability that each neuron does not work is 10% during the training. Table 2 shows LSTM neural network parameters.

In the LSTM-DNN model, the parameters of the LSTM neural network are consistent with Table 2. Depending on the time granularity of the data set, the values of different autocorrelation and the calculated value of LSTM feedforward algorithm were selected and entered into DNN. For example, a data set that time granularity is 5 minutes, \((x_j - 287, x_j - 288, x_j - 289)\) is a good indicator of the data volume characteristics. Therefore, put these data input current-time network traffic prediction model, the result we get is predicted traffic data. In a data set of time granularity 1 hour, the data \((x_j - 23, x_j - 24, x_j - 25)\) is fed into the current-time network traffic prediction model to predict \(x_j\).

The average absolute percentage errors of the three algorithms are shown in Table 3.

The relationship between loss function and training frequency in LSTM and LSTM-DNN is shown in Fig. 5.

Due to the limitation of data set length, the test set divided

<table>
<thead>
<tr>
<th>Table 1. Echo status network parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>In size</td>
</tr>
<tr>
<td>Reservoir size</td>
</tr>
<tr>
<td>Leaking rate</td>
</tr>
<tr>
<td>Spectral radius</td>
</tr>
<tr>
<td>Linear regression algorithm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. LSTM neural network parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Dropout fraction</td>
</tr>
<tr>
<td>Time steps</td>
</tr>
<tr>
<td>RNN units</td>
</tr>
<tr>
<td>RNN layers</td>
</tr>
<tr>
<td>Dense units</td>
</tr>
<tr>
<td>Batch size</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. Average absolute percentage error analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date set</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Date set A</td>
</tr>
<tr>
<td>Date set A</td>
</tr>
<tr>
<td>Date set B</td>
</tr>
<tr>
<td>Date set B</td>
</tr>
<tr>
<td>Date set C</td>
</tr>
<tr>
<td>Date set C</td>
</tr>
</tbody>
</table>

DNN: deep neural network ESN: echo state network LSTM: long short-term memory network

![Figure 5. Comparison of performance of loss function under different data sets and training iterations.](image-url)
by the data set C is not satisfied with the requirements of LSTM-DNN training and prediction. It can be seen from Table 3 that LSTM can effectively predict network traffic and have good performance at different time granularity of two data sets. According to the optimized LSTM-DNN model, the autocorrelation of data is added; when the time granularity was 5 min, the accuracy was slightly increased, but the accuracy of the prediction was significantly improved when the time granularity was 1 h. This indicates that the autocorrelation makes up for the insufficient data training that LSTM requires. The LSTM-DNN model has some advantages over traditional LSTM in the case of coarse time granularity or less data volume. We can see from Fig. 5 that as the complexity of neural network layer increases and the number of layers increases, LSTM-DNN is relatively slow and not easy to converge compared to LSTM in the training effect. Figs. 6–9 show the prediction results of LSTM-DNN.

4 Conclusions

Aiming at implementing the network traffic with autocorrelation, this paper proposes a model of neural network which combines LSTM with DNN. By using several real data sets our experiments show that LSTM can be used as a timing sequence forecast model well. It can provide better performance than the other traditional model. Making use of the autocorrelation features, the neural network of LSTM and DNN has certain advantages in the accuracy of the large granularity data sets, but there is a requirement for the data size. High accuracy network traffic prediction provides some support to deal with possible network congestion, abnormal attack, etc. LSTM is just one of the many variations of RNN. Some of other RNN models are also popular and well represented in many problems, such as Gated Recurrent Unit (GRU). The next step is to explore different RNN structures and combine the characteristics of network traffic data to explore the possibility of further improving the prediction accuracy.
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